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\textbf{A B S T R A C T}

Two passive microwave missions currently operating at L-band to monitor surface soil moisture (SM) over continental surfaces. The SMOS sensor, based on an innovative interferometric technology enabling multi-angular signatures of surfaces to be measured, was launched in November 2009. The SMAP sensor, based on a large mesh reflector 6 m in diameter providing a circularly polarized antenna beam with a surface incidence angle of 40\textdegree, was launched in January of 2015. Over the last decade, an intense scientific activity has focused on the development of the SM retrieval algorithms for the two missions. This activity has relied on many field (mainly tower-based) and airborne experimental campaigns, and since 2010-2011, on the SMOS and Aquarius space-borne L-band observations. It has relied too on the use of numerical, physical, and semi-empirical models to simulate the microwave brightness temperature of natural scenes for a variety of scenarios in terms of system configurations (polarization, incidence angle) and soil, vegetation and climate conditions. The components of the inversion models have been evaluated and new parameterizations of the effects of the surface temperature, soil roughness, soil permittivity, and vegetation extinction and scattering have been developed. Among others, global maps of select radiative transfer parameters have been estimated very recently. Based on this intense activity, improvements of the SMOS and SMAP SM inversion algorithms have been proposed. Some of them have already been implemented, whereas others are currently being investigated. In this paper, we present a review of the significant progress which has been made over the last decade in this field of research with a focus on L-band, and a discussion on possible applications to the SMOS and SMAP soil moisture retrieval approaches.

© 2016 Published by Elsevier Ltd.
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1. Introduction

Passive microwave remote sensing at L-band (1–2 GHz) at the global scale with frequent revisit times is one of the most promising approaches to monitor soil moisture (SM) (Entekhabi et al., 2010; Jackson et al., 2010; Kerr et al., 2010). Three recent space missions use this technology: SMOS (launched in November 2009), Aquarius (launched in June 2011) and SMAP (launched in January 2015). The Soil Moisture and Ocean Salinity (SMOS) mission was the first space-borne mission dedicated to soil moisture mapping (Kerr et al., 2001; Kerr et al., 2010). Aquarius employed a set of three L-band radiometers and scatterometers, operating in a push-broom mode and covering a swath of about 300 km (Le Vine et al., 2010). Even though the primary mission objective of Aquarius was to provide global observations of sea surface salinity, it was also used for global SM (Bindlish et al., 2015). The Aquarius/SAC-D observatory was lost on June 7, 2015 due to a failure in the electronics supplying power to the observatory attitude control system. The most recent space-borne mission at L-band, the Soil Moisture Active Passive (SMAP) mission (Entekhabi et al., 2010), incorporated a radar and radiometer, both operating at the same incidence (observation) angle $\theta$ of 40°. The mission concept was to combine the complementary attributes of the radar observations (high spatial resolution but lower soil moisture sensitivity) and radiometer observations (higher soil moisture sensitivity but coarse spatial resolution), to retrieve SM at a spatial resolution of 9 km. Unfortunately, after successfully starting radar data acquisition in mid-April, the SMAP radar system stopped transmitting on July 7, 2015. The radiometer continues to operate as planned.

Several SM retrieval approaches have been developed in the context of these L-band space missions. The operational SMOS retrieval algorithm is based on the multi-angular and dual-polarization observing capabilities of the SMOS interferometric sensor: SM and vegetation optical depth tau at nadir ($\tau_{\text{NAD}}$) (used to parameterize vegetation attenuation and emission) are retrieved simultaneously based on the SMOS multi-angular and dual-polarization observations of brightness temperatures TB (Wigneron et al., 2000). Specifically, the 2-Parameter (2-P) simultaneous retrievals of SM and optical depth at nadir ($\tau_{\text{NAD}}$) are obtained from inversion of the L-MEB (L-band Microwave Emission of the Biosphere) model (Kerr et al., 2012; Kerr et al., 2016; Wigneron et al., 2007).

The forward model used, known as the $\tau$–$\tau$ emission model, is a well-known zero-order solution of the radiative transfer equations where optical depth $\tau$ and effective scattering albedo $\omega$ of SM and vegetation effects due to extinction and scattering, respectively (Mo et al., 1982; Wigneron et al., 1995). In addition, L-MEB includes a number of parameterizations to capture effects of vegetation structure and soil roughness on polarization and angular properties of L-band TB emitted from land surfaces.

The general retrieval approach proposed for SMAP was to use the active-channel (radar) for disaggregating the passive (radiometer) L-band TB to produce higher resolution data. The same algorithm would then be used for both the radiometric product and the disaggregated product. The current baseline algorithm is a version of the single-channel algorithm (SCA) (Jackson et al., 2010), which is also based on the $\tau$–$\tau$ model. Unlike the algorithm for SMOS, only one polarization and one incidence angle of SMAP TB is used to retrieve SM, while optical depth at nadir ($\tau_{\text{NAD}}$) is not retrieved. Instead it is estimated from the linear relation $\tau_{\text{NAD}} = \omega \cdot \text{VWC}$ where values of the $\omega$-parameter are obtained from a field cover look up table and the vegetation water content (VWC) is estimated from a function which utilizes 13-year climatological values of the Normalized Difference Vegetation Index (NDVI) (O’Neill et al., 2015).

Both the SMOS and SMAP missions benefit from recent findings in microwave modelling. The SMOS mission relies on the L-MEB model (Wigneron et al., 2007) to produce time series of the Level 2 and Level 3 SM products since the beginning of 2010 (Bittar et al., 2016; Kerr et al., 2012; Kerr et al., 2016). These SM products have been evaluated against numerical modelling products from-situ data from large SM networks included in the SMOS calibration/validation initiative (Ali-Yaa et al., 2014; Kerr et al., 2016). Moreover, the L-MEB model was evaluated in a series of experimental campaigns based on field and airborne measurements (Bittar et al., 2012; Bircher et al., 2013; Fernandez-Moran et al., 2013; Martens et al., 2015; Merlin et al., 2009; Mialon et al., 2012; Palha et al., 2009a; Pardé et al., 2011; Peischl et al., 2012; Peischl et al., 2014; Saleh et al., 2009; Schlenz et al., 2012; Yan et al., 2013). Numerical and physical models were used to develop new parameterizations of the soil roughness, soil permittivity, and/or soil vegetation effects. Based on these activities some future improvements of the L-MEB model have been proposed and some of these have already been implemented in the SMOS operational algorithm.

The SMAP passive retrieval algorithm of Level 2 and 3 SM, as well as the Level 4 SM data assimilation product, rely on similar radiative transfer equations as SMOS and therefore, both missions mutually benefit from recent findings in this field of research, especially in terms of soil roughness parameterizations, modelling of the vegetation scattering effects, satellite vegetation indices and vegetation optical thickness etc. The core of this paper presents a review of the most significant recent modelling results obtained in the framework of the SMOS and SMAP L-band missions. Some recent and significant results obtained at higher frequencies will also be discussed, as well as the impact of recent TB inversion results on the SM retrieval accuracy and present perspectives is also provided.

2. Overview of the inversion algorithms used in SMOS and SMAP

Before we go into the details of the radiative transfer equations used in the SMAP and SMOS operational algorithms, we present in this section a brief overview of the main inversion algorithms used and/or evaluated in the framework of these two space-borne missions. One of the major differences in these different algorithms is the approach used to account for vegetation effects, through the parameterization or retrieval of vegetation optical depth ($\tau$).

2.1. SMOS Level 2 and Level 3 operational algorithms

As presented in the introduction, in the SMOS operational algorithms, a 2-Parameter (2-P) retrieval of SM and optical depth at nadir ($\tau_{\text{NAD}}$) is performed based on the inversion of L-MEB, the forward model of the Level 2 and Level 3 operational algorithms. The L-MEB inversion is based on the minimization of a cost function using a generalized least-squares iterative algorithm which accounts for prior information available for the retrieved parameters (Kerr et al., 2012). The inversion is carried out using multi-angular and dual polarization observations of brightness temperatures (TB). As the satellite moves along its track, a series of brightness temperatures emitted by the same location on earth is thus obtained for a range of distinct incidence angles ($\theta$), which are available for the inversion. This range depends on the position of the pixel relative to the sub-satellite track.
The retrieval accuracy is best for “optimal” dates when the pixel is in the very central part of the Field of View (FOV) so that the range of incidence angles available for the inversion is maximum; typically \( 0^\circ \leq \theta \leq 55^\circ \) (Wigneron et al., 2000).

If we assume that the optical depth \( \tau_{\text{NAD}} \) varies relatively slowly over time, the value of \( \tau \) retrieved on that “optimal” date can be used as the starting \( \tau \) value for the SMOS and \( \tau \) retrieval for the days before and the days after (days for which there is a reduced range of available incidence angle). This result is currently exploited to optimize SM retrievals in the SMOS Level 2 algorithm using so-called “current files” (Wigneron et al., 2000; Kerr et al., 2012). The Level 3 (L3) algorithm is very similar to the Level 2 (L2) algorithm except that it exploits the concept of “slowly varying optical depth” through a multi-orbit approach over a 7-day period. Over that period the retrieved values of optical depth are constrained using a temporal autocorrelation function (Al Bitar et al., 2016; Kerr et al., 2016). Note that there is a time sub-cycle of 18 days in the SMOS viewing configuration, meaning that the viewing geometry over a given pixel is almost the same at the time \( t \) and at the time \( t+18 \) days. It is important to have in mind this specificity when analyzing the SMOS L2 and L3 products.

The large interest in the 2-P approach used in both the L2 and L3 SMOS algorithms is that no estimates of optical depth (\( \tau \)) are required in the inversion process of SM. But, as noted above, if a priori estimates of \( \tau \) are available, there is the option of using them as starting values and to constrain the inversion process (as done for the “current files” used in the SMOS L2 algorithm). The retrieved SMOS \( \tau \) product is a “side-product” of SM and can be potentially very interesting to monitor vegetation, as it was demonstrated in studies based on the \( \tau \) product computed from observations made at higher frequencies (Liu et al., 2013, 2015; Tian et al., 2016; Konings and Gentine, 2016b).

2.2. SMAP Level 2 operational algorithm

Currently, the Single Channel Algorithm (SCA), based on V-polarized TB data (SCA-V), is used as the SMAP baseline algorithm, but the same algorithm can also be applied to H-polarized TB data (SCA-H).

The Single Channel Algorithm (SCA) is based on TB observations made at the one incidence angle of SMAP (\( \theta = 40^\circ \)) and for all polarizations. In SCA-V, TB data are converted to emissivity using a surrogate for the effective temperature of the emitting scene. The derived emissivity is corrected for vegetation and snow cover before obtaining the soil emissivity. Finally, a dielectric mixture model is used to obtain soil moisture SM from the soil dielectric content using the Fresnel equations. The nadir optical depth \( \tau_{\text{NAD}} \) is estimated from the vegetation water content (VWC) as,

\[
\tau_{\text{NAD}} = \frac{b}{\text{VVWC}}
\]

where \( b \) is a proportionality factor mainly depending on the vegetation structure (Jackson and Schmugge, 1980). The \( b \) values are obtained by means of a land cover leg (LCL) and the baseline approach utilizes a set of land cover layers equations to estimate VWC from values of NDVI (O’Neill et al., 2015).

A total of four methods (SCA-H, SCA-V, DCA and LPRM) was considered in the SMAP Algorithm Theoretical Baseline Document (ATBD, O’Neill et al., 2015) and these are briefly presented in the following.

2.3. The dual channel algorithm (DCA)

The Dual Channel Algorithm (DCA) is an extension of the SCA and uses both H-polarized and V-polarized TB observations to simultaneously retrieve SM and \( \tau (\theta = 40^\circ) \) (O’Neill et al., 2015). As in the SMOS algorithm, SM and \( \tau (\theta = 40^\circ) \) are retrieved through the minimization of the root mean square difference between simulated and observed TB data. The main difference between the SMOS and DCA algorithms is that TB data at \( \theta = 40^\circ \) are used for DCA, while multi-angular data are used for the 2-P L-MEB inversion.

2.4. Land parameter retrieval model (LPRM)

There are two steps in the LPRM approach. First, the vegetation optical depth is computed using an inversion solution based on the Microwave Polarization Difference Index (MPDI) and the observed surface emissivity \( \varepsilon_{\text{SV}} \) and \( \varepsilon_{\text{SH}} \). It is assumed that the values of the vegetation optical depth are the same for both polarizations. The MPDI index is calculated from the brightness temperature at H and V polarizations as follows (Meesters et al., 2005):

\[
\text{MPDI} = \left( \frac{T_{\text{BV}} - T_{\text{BH}}}{T_{\text{BV}} + T_{\text{BH}}} \right) - \left( \frac{T_{\text{BV}} + T_{\text{BH}}}{T_{\text{BV}} - T_{\text{BH}}} \right)
\]

Second, SM is retrieved using an optimization routine that minimizes the difference between the modelled (using the \( \tau-\varepsilon \) emission model) and observed V-polarized brightness temperatures. As for SMOS and DCA, the vegetation optical depth is an additional retrieval parameter.

The LPRM approach is implemented on multi-frequency satellites such as AVHRR-E (Owe et al., 2001, 2008; de Jeu et al., 2008), and more recently on S-VEOS (Van der Schalie et al., 2015; Van der Schalie et al., 2016). The effective temperature can be obtained from observations in the H- and V-polarized channel, as it is done for the AMSR-E products or from re-analysis or near real time data from weather prediction centres (Parinussa et al., 2011). All detailed equations of the LPRM approach are given in (Owe et al., 2001; Meesters et al., 2005; de Jeu et al., 2009).

2.5. Multi-orbit retrievals of soil moisture and optical depth (MT-DCA)

As done in the SMOS L3 algorithm, a method based on multi-orbit retrievals of (SM, \( \tau \)) that takes advantage of the relatively slow temporal dynamics of early morning vegetation water content and combines a number of consecutive observations was proposed recently by Konings et al. (2016). Additionally, the algorithm retrieves a constant albedo. The algorithm was termed the multi-temporal dual channel algorithm (MT-DCA). MT-DCA has not yet been tested using SMOS or SMAP observations, but it has been evaluated using three years of L-band passive observations from the NASA Aquarius sensor. MT-DCA is mentioned here, to complete this brief overview of the main SM retrievals algorithms developed at L-band. A summary of the current modelling of the soil and vegetation effects within the SMOS and SMAP SM retrieval algorithms is given in Table 1. The different terms of the equations used in Table 1 are detailed in the following two sections for soil (Section 3) and vegetation (Section 4).
Table 1
Main components of the current version of the SMOS and SMAP L2 operational algorithms. Details on equations for soil and vegetation modelling are given in Sections 3 & 4.

<table>
<thead>
<tr>
<th>Forward model/modelling component</th>
<th>L2 L3 SMOS mission (L-MEB)</th>
<th>L2 SMAP mission</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soil roughness modelling</td>
<td>H-Q-N modelling (Eq. (5))</td>
<td>H-Q-N modeling (Eq. (5))</td>
</tr>
<tr>
<td>Modelling of the soil dielectric constant ($\varepsilon_r$)</td>
<td>Dobson before L2 V5.5</td>
<td>Mironov since L2 V5.5 (April 2012)</td>
</tr>
<tr>
<td>Effective soil temperature</td>
<td>$T_0 = T_{\text{soil,surf}} - T_{\text{soil,depth}}$</td>
<td>$T_0 = T_{\text{soil,surf}} - T_{\text{soil,depth}}$</td>
</tr>
<tr>
<td>Vegetation temperature</td>
<td>Skin temperature (ECMWF)</td>
<td>$T_{\text{at}} = T_{\text{at}} + 0.06 \times T_{\text{at}}$</td>
</tr>
<tr>
<td>Effective albedo</td>
<td>$\alpha = 0.08$ for forests</td>
<td>$\alpha = 0.08$ for forests</td>
</tr>
<tr>
<td>Structural effects on $\epsilon$</td>
<td>$\tau_0$ equations (Eq. (16))</td>
<td>Presently $\tau_0 = \tau_0$ at $\theta = 40^\circ$</td>
</tr>
<tr>
<td>Optical depth</td>
<td>$\sigma_{\text{soil}}$ results from 2-P</td>
<td>$\sigma_{\text{soil}} = b \cdot VWC$</td>
</tr>
<tr>
<td></td>
<td>$\sigma_{\text{soil}} = b \cdot LAI + b \cdot (\theta)$</td>
<td>$\sigma_{\text{soil}} = b \cdot VWC$</td>
</tr>
</tbody>
</table>

* Equation mainly used to initialize the inversion process and for specific inversion configurations (marginal impact on retrieval results but decrease in computation time).

2.6. Other algorithms

Various other L-band retrieval algorithms exist, including methods that circumvent the use of explicit radiative transfer calculations such as those based on neural networks. However, in this paper, we focus solely on algorithms that explicitly use radiative transfer processes to estimate soil moisture.

3. Soil radiometric modelling

This section presents the main principles of radiometric modelling of soil signatures in the passive microwave domain, the current models used in the SMOS and SMAP retrieval algorithms and some of the main improvements that have been made recently in this field, as related to the modelling of soil roughness effects, soil reflective temperature and soil permittivity.

3.1. Background

3.1.1. General principles

The soil brightness temperature ($TB_{\text{soil}}$), where P represents polarization ($P = V, \perp$ or $P = H, \parallel$), $G$ represents “Ground” and $\theta$ is the incidence (observation) angle relative to nadir, can be written as (Ulaby et al., 1986):

$$TB_{\text{soil}}(\theta) = e_{\text{soil}}(\theta) \cdot T_G$$

where $T_G$ is the effective soil temperature (assumed generally to be independent of polarization) and $e_{\text{soil}}$ is the soil emissivity which can be computed from the soil reflectivity $\Gamma_{\text{soil}}$ by (e.g. Peake, 1959):

$$e_{\text{soil}}(\theta) = 1 - \Gamma_{\text{soil}}(\theta)$$

In the case of smooth surfaces (no surface roughness or the smooth (specular) soil reflectivity $\Gamma_{\text{soil}}$ can be computed from the soil spectral coefficients (Ulaby et al., 1986) as a function of the effective soil dielectric constant ($\varepsilon_{\text{soil}}$) and the incidence angle ($\theta$) relative to nadir. Several models have been developed to compute $\varepsilon_{\text{soil}}$ from volumetric SM (Dobson et al., 1985; Mironov et al., 2013a; Wang and Schmugge, 1980), using physically-based and semi-empirical modelling approaches. The main input parameters of these dielectric mixing models are soil moisture (SM, m$^3$/m$^3$), the effective soil temperature ($T_0$, K), and information on the soil properties, such as, texture (% of sand and clay), density, etc. (e.g. Mironov model (Mironov et al., 2013a) used in current SMOS retrievals requires as inputs SM, $T_0$ and clay content $C_7$).

To account for surface roughness, the approach above (i.e. Eqs. (3)-(4)) is employed with specified surface reflectivity. Two main approaches are used to account for soil roughness effects:

(i) Physical model: simulate radar scattering to thermal emission and then use Maxwell’s equations to calculate the electric field scattered from the soil surface structure. Currently, the most widely used numerical methods for studying rough-surface scattering and emission are the method of moments (MoM; Huang et al., 2003) and numerical methods that utilize volume meshing such as the finite element method (FEM; Lawrence et al., 2011; Wang and Chew, 2001). Analytical equations (Small Perturbation Theory and the Kirchhoff Approximation, for instance) allowing wave scattering to be modelled from random rough surfaces and relying on simplifying assumptions have also been developed. The Small Slope Approximation (SSA; Broschat, 1993) and the Integral Equation Model (IEM; Fung, 1994; Shi et al., 2002) were successful in broadening the range of validity of these analytical approximations. In both the numerical and analytical approaches the values of the bistatic scattering coefficient are first computed from the scattered electric field by averaging over the ensemble of rough surfaces. Then the effective soil reflectivity needed in Eq. (4) is computed by integrating the bistatic scattering coefficients over the upper half-space (e.g. Peake, 1959). The roughness effects are usually characterized by a few geophysical parameters under the assumptions that the surface is isotropic (i.e. the roughness parameters are the same in every direction). These include the standard deviation of surface-heights ($S_\sigma$), the autocorrelation function of surface heights (e.g. Gaussian, Exponential, etc.), and the associated values of the auto-correlation length ($L_c$).

(ii) Semi-empirical models relying on simple parametric equations derived from physical approaches. In this case, the values of the model parameters are calibrated (best-fit values) from data obtained from physical modelling (Lawrence et al., 2013; Schwank and Mätzler, 2006; Shi et al., 2002) or experiments (Mätzler et al., 2006; Montpetit et al., 2015; Wang et al., 1983; Wegmüller and Mätzler, 1999; Wigneron et al., 2001; Wigneron et al., 2011). Empirical equations are generally used to make a link between the model ‘best-fit’ parameters and the classical geophysical parameters characterizing surface roughness ($S_\sigma$, $L_c$, etc.). These model ‘best-fit’ parameters have to be considered as effective parameters as many assumptions have to be made to develop simplified analytical equations. For example, 3-Dimensional (3-D) spatial heterogeneities of soil moisture, structure and density are neglected; the roughness parameters are assumed to be the same
in every direction (isotropic assumption), etc. In particular, spatial heterogeneities in SM at the soil surface may lead to so-called dielectric “roughness” effects that combine with ‘geometric’ roughness effects (Mo and Schmugge, 1987; Panzier et al., 2009b; Schwank et al., 2010; Wigneron et al., 2001).

In summary, physical models allow the simulation of the soil emission for a large range of soil moisture and roughness conditions. However, considering the simplifications made in the representation of the soil medium, these methods can only be applied to ‘ideal’ surfaces with ‘limited’ imperfections in terms of heterogeneity and anisotropy. So, the applicability of these methods to simulate the emission from typically large footprints of radiometric observations from space is critical.

The weakness of semi-empirical approximations is that they are calibrated using limited data sets (most often from field observations) making them potentially site dependent. However, the parameters can be considered as effective parameters, accounting for many complex effects commonly found in natural environments (3-D soil spatial heterogeneities, volume scattering under dry soil conditions, effects of soil anisotropy) making these approaches more tractable for soil moisture retrievals. Currently, these methods are used in most of the algorithms developed for soil moisture retrievals from passive microwave observations.

### 3.1.2. Roughness modeling

To account for soil roughness effects, L-MEB has been based on the semi-empirical approach (referred here to as the HQN model), initially developed by Wang and Choudhury (1981) and utilizing two main parameters ($H_{SP}$ and $Q_{h}$). The additional $N_{SP}$ parameter was introduced in subsequent investigations (Escorihuela et al., 2007; Wigneron et al., 2001). The rough-surface reflectivity ($\Gamma_{GP}$) can be written as:

$$\Gamma_{GP} (\theta) = \left[ (1 - Q_{R} (\theta)) \Gamma_{GP}^{*} (\theta) + Q_{R} (\theta) \Gamma_{GO} (\theta) \right] \exp \left( -H_{RP} (\theta) \cos N_{RP} (\theta) \right)$$

where \(\Gamma_{GP}^{*}\) and \(\Gamma_{GO}^{*}\), (with P = H and Q = V or P = V and Q = H), in the specular reflectivity of a smooth surface and the roughness parameters $H_{RP}$, $Q_{h}$ and $N_{RP}$ can be described as follows:

- $H_{RP}$ accounts for the intensity of the roughness effects (the emissivity generally increases as $H_{RP}$ increases, for increasing soil roughness). As the dependence of $H_{RP}$ on polarization $P = V$ or $P = H$ is often accounted for using the $N_{RP}$ parameter, $H_{RP}$ will be referred to as $H_{R}$ in the following. More generally, in this review the dependence on polarization of the roughness parameters will be accounted only through the $N_{RP}$ parameter ($P = V$ or $P = H$).
- $Q_{h}$ is a polarization mixing parameter (the difference between the values of emissivity at horizontal and vertical polarizations decreases as $Q_{h}$ increases).
- $N_{RP}$ was introduced to better account for multi-angular and dual-polarization measurements. In the initial study of Wang and Choudhury (1981), $N_{RP} (P = H)$ was set equal to 2.

Several studies have investigated the link between these three roughness parameters and the geophysical parameters characterizing the surface roughness, in terms of standard deviation ($S_{0}$), autocorrelation length ($L_{c}$), autocorrelation function (Gaussian, exponential, ...), etc. These surface roughness characteristics are measured for example with an automated laser profilometer or a needle board, with a sampling interval varying between 0.2 cm and 1 cm along a 1-, 2- or 3-m traverse over each field (usually, ten measurements are made in two directions, i.e., parallel and perpendicular to the field rows).

However, it remains difficult to draw general conclusions from these initial studies, for several reasons. The main reasons are:

(i) The four parameters ($H_{R}$, $Q_{h}$, $N_{RP}$ and $N_{RP}$) are not independent. Decoupling their effects requires large data sets, obtained for a large range of configurations in terms of surface conditions (soil moisture, roughness, temperature, etc.) and of observation systems (polarization, $\theta$, $\delta$, $\phi$, frequency, ...), which are very rarely available.

(ii) There is a large uncertainty in the estimation of the geophysical parameters characterizing surface roughness from field measurements. Moreover, the characterization which is made in terms of values of $S_{0}$, $L_{c}$ and auto-correlation function is not sufficient (or appropriate) to characterize features of surface roughness in natural and agricultural environments considering, 2-Dimensional heterogeneities at field scale (Oh and Kay, 1998), separate consideration in the “micro-scale” and “macro-scale” roughness (Gao et al, 2015), row effects (Volkisch et al., 2015), etc.

The conclusions differ depending on whether the focus is on the accuracy in the simulations or in the SM retrievals (Lawrence et al., 2013).

In support of the above comments, a brief review of these studies is provided subsequently. Most of the published studies specify or assume all four values of $Q_{h}$ increases with frequency, from a value close to 0.0 at L-band, ~ 0.1 at C-band, to 0.2–0.3 at X-band (Wang et al., 1983). Note that non-zero values of $Q_{h}$ should be used to simulate specific effects (emissivity may decrease as roughness increases) as revealed by Shi et al. (2002) at V polarization for large incidence angles. In terms of SM retrievals, the $Q_{h}$ parameter is generally assumed to be zero at L-band (Wang et al., 1983). In the latter case, Eq. (5) can be simplified to:

$$\Gamma_{GP} (\theta) = \Gamma_{GP}^{*} (\theta) \cdot \exp \left( -H_{R} (\theta) \cdot \cos N_{RP} (\theta) \right)$$

In the literature, contrary to $Q_{h}$, the $H_{R}$ parameter is found to be a key parameter to account for roughness effects. Choudhury et al. (1979) developed the formulation $H_{R} = (2 \cdot k \cdot S_{0})^{2}$, where $k = 2\pi/\lambda$, is the wavenumber at wavelength $\lambda$, which has been widely used in the literature over a large frequency range (Kerr and Njoku, 1990) especially to model the coherent component of the soil reflectivity (Mo and Schmugge, 1987; Shi et al., 2002). However, several studies (Choudhury et al., 1979; Mo and Schmugge, 1987; Wigneron et al., 2001) found that this latter formulation may lead to an overestimation of the roughness effects for medium and very rough soil conditions. Both Mo and Schmugge (1987) and Wigneron et al. (2001) found the best estimates of the value of $H_{R}$ were made with the slope parameter $m = S_{0}/L_{c}$ through a power-law relationship. Several studies (Escorihuela et al., 2007; Mo and Schmugge, 1987; Schmeeberger et al., 2004; Wigneron et al., 2001) also noted a sensitivity of $H_{R}$ to SM with $H_{R}$ increasing for dry soil conditions. This sensitivity was interpreted as an effect of the “dielectric roughness” which increases as the soil gets drier due to SM spatial heterogeneities as opposed to “geometric roughness”, parameterized by $S_{0}$ and $L_{c}$. Wigneron et al. (2001) noted that these “dielectric roughness” effects could be enhanced by the larger thermal sampling depth over dry soils. Early
work noted that the frequency dependence of $H_R$ is generally considered as low (Wang et al., 1983).

As for the $N_{sp}$ parameter, initial studies considered a $\cos^2(\theta)$ dependence in Eq. (5) (Choudhury et al., 1979; Wang and Choudhury, 1981). However, Wang et al. (1983) found this dependence was “much too strong” and proposed to set $N_{sp} = 0$. Since then, the values $N_{sp} = -1, 0, 1$ have been widely used in the literature (Bircher et al., 2012; de Jeu et al., 2009; Njoku and Chan, 2006; Peischl et al., 2012; Schlenz et al., 2012; Wigneron et al., 2001). The study by Escorihuela et al. (2007) was one of the first studies showing that the values of $N_{sp}$ for both H and V polarizations should not necessarily be the same. Based on long term measurements over a relatively smooth field ($S_D \sim 1$ cm, SMOSREX experiment, de Rosnay et al., 2006), Escorihuela et al. (2007) proposed to use $N_{sp} \approx 1$ and $N_{sp} \approx -1$, in agreement with Wigneron et al. (2007) who found values of $N_{sp}$ varying between $-1$ and $+1$ over crop fields. Similarly, Bircher et al. (2012, 2013) found that best DB simulations and SM retrievals were obtained using $N_{sp} = -1$ and $N_{sp} = 0$ over a variety of crops fields in Denmark. Default values $N_{sp} = 0$ and $N_{sp} = 2$ are used in the SMOS algorithm. Note that there is a limited interest in using the $N_{sp}$ parameter for sensors with mono-angular observations (such as AMSR-E and SMAP), as the term $\cos^2(\theta)$ in Eq. (5) will only be a scaling factor modulating the value of $H_R$.  

3.2. Recent advances in roughness modelling

3.2.1. Results from observations made at field scale

The L-MEB soil roughness parameters were first established in the late 2000s (Table 1). Since then, several studies have been published providing new insights into modelling of the roughness effects. The most significant results are presented in the following.

It is known that microwave emission depth decreases with increasing SM. For instance, Escorihuela et al. (2010) showed that the soil moisture sampling depth defined in TB simulations has a strong impact on the calibrated values of soil roughness parameters. They found that the best correlation was obtained between TB and SM when measured over the 0–2 cm surface layer; for wet soils, the best correlation was between TB and SM measured over the 0–1 cm surface layer. Accounting for these effects, a low dependency of the roughness parameter $H_R$ on SM was found. These results were confirmed by two further studies (Lawrence et al., 2013; Wigneron et al., 2013).

Based on the experimental PORTOS-1993 data set, Wigneron et al. (2011) developed an empirical relationship between $H_R$ and $S_D$ (Fig. 1), showing a saturation of $H_R$ towards values close to 1–1.2 when $S_D$ exceed $50$–$60$ mm (corresponding to the extreme roughness conditions of freshly plowed soils):

$$H_R = \left( \frac{0.9437}{0.8865} \frac{S_D}{S_D + 2.2913} \right)^6$$

(7)

As presented earlier, this relationship has been validated over a large frequency range (1.4–90 GHz) by Monpetit et al. (2015), confirming the rather low sensitivity of $H_R$ on the frequency band of the radiometric observations. The first noted by Wang et al. (1983). Based on simulated soil TB data, Lawrence et al. (2013) found that best results for TB were obtained using a linear relationship between $H_R$ and the parameter $Z_R$ (cm) defined as $Z_R = S_D^2 / L_C$ as shown in Fig. 2 (top left panel). This relationship is in good agreement with Eq. (7), showing saturation of $H_R$ close to values of $\sim 1.2$ for rough soil conditions ($Z_R > 1.2$ cm). Zribi and Dechambre (2003) were the first to explore the parameterization of soil roughness effects using the $Z_R$ parameter in the active microwave domain. It seems there is a convergence of results, in both the passive and active domains, showing the interest of the parameter $Z_R$ to parameterize the roughness effects.

In a pilot L-MEB study, Wigneron et al. (2007) found typical values of $H_R$ for crop fields varying between $0.1–0.2$ for soybean and $0.1–0.7$ for corn fields. Since then, many studies have evaluated the calibration of $H_R$ from tower-based or airborne observations. For instance, $H_R \sim 0.8$ over an oilseed rape canopy (Schlenz et al., 2015); $H_R$ varying between 0.7 and 1.7 over a variety of forest and agricultural sites in the Southwestern region of France (Pardé et al., 2011); $H_R \sim 0.4$ over grass and open woodland, and $\sim 1$ over trees in the Goulburn River catchment, Australia (Sale et al., 2009); $H_R \sim 0.35$ over natural shrubs in the Mediterranean region (Cano et al., 2010), etc.

There is a good general agreement between calibrated values of $H_R$ based on experimental data and modelled values of $H_R$ using Eq. (7). For instance, the retrieved values of $H_R$ obtained over bare soils during the third Soil Moisture Active Passive Experiment (SMAPEX-3; Panciera et al., 2014) airborne campaign, in south-eastern Australia match very well the model in Eq. (7), especially for $S_D > 40$ mm (Gao et al., 2013). Good results were obtained too using the modelling Eq. (7) by Bircher et al. (2012, 2013) based on data from the HOBE airborne campaign in Western Denmark. However, without clear explanations higher values of $H_R$ have been obtained from some experimental observations, especially from airborne campaigns (Panciera et al., 2009a; Pardé et al., 2011; Peischl et al., 2012). In addition, the use of a SM dependent parameter $H_R$ (SM) has been tested in the above-mentioned studies, but no clear general conclusion could be drawn on the impact of SM retrieval performance: Sometimes improvements are found considering $H_R$(SM), sometimes not. For instance, based on data from the SMAP Validation Experiment 2012 conducted in Canada, Martens et al. (2015) found that the linear dependence of $H_R$ on SM cannot be generalized and that it is mainly valid for sandy soils.

As for the $N_{sp}$ parameters, Lawrence et al. (2013) obtained results over a large range of roughness conditions. They extended the results obtained by Escorihuela et al. (2007) for rather smooth soil conditions, showing the difference $\Delta N_{sp} = N_{sp} - N_{sp}$ de-
increased from a value ~ 2 for smooth surfaces to ~ 1–1.5 for rough soils, in agreement with experimental results by Mialon et al. (2012). For TB simulations, Lawrence et al. (2013) proposed a model where $H_R$ is computed from $Z_a$, while $Q_R$, $N_{RV}$, and $N_{RH}$ are computed from $H_R$ (Fig. 2). The values of $N_{RV}$ and $N_{RH}$ increase with increasing values of $H_R$, their values varying between ~ 0.5 and 1. However, they found that setting $N_{RV} = N_{RH}$ led to a simplified model with good performance in terms of both TB modelling and SM retrievals. Lawrence et al. (2013) also found that the values of $Q_R$ increase for increasing soil roughness (up to ~ 0.2–0.4) but its value can be set to $Q_R = 0.0$ for smooth or medium roughness conditions. The authors found that assuming $Q_R = 0$ did not degrade model accuracy, both in terms of TB forward modelling and SM retrievals. Note that for the simulations assuming homogenous soil moisture conditions, the dependence of the computed roughness parameters on SM was found to be very low (Fig. 2, top left panel).

At the scale of satellite passive microwave observations, the above results cannot be easily applied to estimate the values of the model roughness parameters required to simulate TB of large footprints. It is likely that the calibrated values of the roughness parameters over large areas also include topographic phase contributions (undulating, gently rolling to strongly rolling) (Wang et al., 2015) or surface effects related to litter especially over grasslands and forests (Grant et al., 2008; Saleh et al., 2006). Note how the topographic effects have been analyzed in several studies (e.g., Talone et al., 2007; Moneris et al., 2008; Utku and Le Toan, 2012), and that they are currently flagged as described in (Mialon et al., 2008) in the SMOS SM products.

However, a better understanding of the relationship between the roughness model parameters and the geophysical parameters characterizing the “geometric roughness” (i.e., $S_p$ and $L_c$) could be useful in the interpretation of the radiometric signatures over agricultural areas from space-borne sensors as found by Patton and Hornbuckle (2013).

3.2.2. Results obtained from space-borne observations
In both the SMOS and SMAP Level 2 algorithms, the effects of soil roughness are taken into account using the HQN model given by Eq. (1). The current SMOS algorithm (V620) considers the parameters as default values: $H_R = 0.1$ for low vegetation and $H_R = 0.3$ over forests, and $Q_R = 0$, $N_{RV} = 0$, $N_{RH} = 2$ over both low vegetation and forests. In the current SMAP SM algorithm, the soil reflectivity is modelled as a function of the Fresnel reflectivity $\Gamma_{GR}(\theta)$ from Eq. (1) considering $N_R = 2$ (as mentioned previously the cosine term in Eq. (5) is only a scaling factor of $H_R$ for a mono-angular sensor such as SMAP and it is dropped to avoid overcorrecting for roughness). $H_R$ is tabulated as a function of land cover types for the current SMAP Level 2 algorithms using the International Geosphere-Biosphere Programme (IGBP) classification scheme (Channan et al., 2014) (Table 2). Spatially and temporally variable estimates of global $H_R$ have been estimated and may be used in future SMAP Level 2 and 3 products (personal communication Steven Chan). The SMAP Level 4 soil moisture product (L4_SM) already uses spatially and temporally variable $H_R$ values, which are estimated along with other key radiative transfer parameters using Bayesian inference and historical SMOS time series (De Lannoy et al., 2013; De Lannoy et al., 2014). These parameter inputs are provided as part of the L4_SM data product (Entekhabi et al., 2014).

Parrens et al. (2016) also estimated maps of $H_R$ using SMOS data, assuming that $N_{RV} = N_{RH} = 1$ and $Q_R = 0$. They obtained values (Table 2, Fig. 3) in good agreement with the literature: lower values (~ 0.15) of $H_R$ were found over shrubs, bare ground, and desert; intermediate values (~ 0.2–0.25) over cultivation, tundra and wooded grassland, and higher values (0.30–0.40) over forests. Currently, the $H_R$ values used in the SMAP Level 2 algorithm (they range between ~ 0.11 for croplands to 0.16 for forests) have a narrower range than the ones used by the SMOS algorithm (ranging currently from 0.1 to 0.3) and the ones found in the global studies by De Lannoy et al. (2013, 2014) and Parrens et al. (2016).
Table 2
Roughness parameter $H_R$ by IGBP class considered in the SMOS Level 2 algorithm, (Kerr et al., 2014; Kerr et al., 2012), SMAP Level 2 algorithm (O’Neill et al., 2015) and computed from the SMOS observations at global scale over 2014 (Parrens et al., 2016).

<table>
<thead>
<tr>
<th>Land cover type</th>
<th>SMOS* (default)</th>
<th>SMAP* (2016)**</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evergreen needleleaf forests</td>
<td>0.30</td>
<td>0.160</td>
</tr>
<tr>
<td>Evergreen broadleaf forests</td>
<td>0.30</td>
<td>0.160</td>
</tr>
<tr>
<td>Deciduous needleleaf forests</td>
<td>0.30</td>
<td>0.160</td>
</tr>
<tr>
<td>Deciduous broadleaf forests</td>
<td>0.30</td>
<td>0.160</td>
</tr>
<tr>
<td>Mixed forests</td>
<td>0.30</td>
<td>0.160</td>
</tr>
<tr>
<td>Closed shrublands</td>
<td>0.10</td>
<td>0.110</td>
</tr>
<tr>
<td>Open shrublands</td>
<td>0.10</td>
<td>0.110</td>
</tr>
<tr>
<td>Woody savannas</td>
<td>0.10</td>
<td>0.125</td>
</tr>
<tr>
<td>Savannas</td>
<td>0.10</td>
<td>0.156</td>
</tr>
<tr>
<td>Grasslands</td>
<td>0.10</td>
<td>0.156</td>
</tr>
<tr>
<td>Permanent wetlands</td>
<td>0.10</td>
<td>-</td>
</tr>
<tr>
<td>Crops</td>
<td>0.10</td>
<td>0.108</td>
</tr>
<tr>
<td>Urban and built-up lands</td>
<td>0.10</td>
<td>0.000</td>
</tr>
<tr>
<td>Crop/land/natural vegetation mosaics</td>
<td>0.10</td>
<td>0.130</td>
</tr>
<tr>
<td>Bare or sparsely vegetated</td>
<td>0.10</td>
<td>0.150</td>
</tr>
</tbody>
</table>

* $N_{RV} = 0$ and $N_{RH} = 2$ in the SMOS algorithm; $N_{RV} = N_{RH} = 2$ in the SMAP algorithm.
** $N_{RV} = N_{RH} = -1$.

3.2.3. Results obtained over a wide frequency range

Two main studies considered a large range of system configurations in terms of frequency (including the L-band and the frequency range of AMSRE, i.e. 6.9–89 GHz), incidence angle and polarization for the simulation of soil roughness effects. First, the model of Wegmüller and Matzler (1999) is widely used in that field. It is based on the results of Mo and Schnugge (1987) and considers four main parameters to model soil reflectivity at H-polarization ($\Gamma_{GH}$), and then derive soil reflectivity at V-polarization from $\Gamma_{GH}$.

Second, Montpetit et al. (2015) evaluated the HQN model. They computed $H_R$ using an equation similar to Eq. (7) as a function of three parameters $a_1$, $a_2$, and $a_3$:

$$H_R = \left( \frac{a_1 S_D}{a_2 S_D + a_3} \right)^6.$$

Based on the PORTOS-93 data set, Montpetit et al. (2015) found the HQN model to be very accurate for simulating the soil roughness effects, using the same values of $H_R$ (computed from Eq. (8) using $a_1 = 0.887$, $a_2 = 0.796$ and $a_3 = 3.517$, $Q_{RH} = 0.075$, $N_{RH} = 1.5$ and $N_{RV} = 0.13$, over the whole 1.4–90 GHz frequency range). The model by Wegmüller and Matzler (1999) was also found to be accurate in simulating the rough surface emission provided specific values of the roughness model parameters were calibrated separately for each frequency band. Using this model, the sensitivity study by Montpetit et al. (2015) shows (Fig. 4) that there is a decrease of sensitivity of $TB$ to SM for increasing roughness conditions and that there is an increasing sensitivity of $TB$ to roughness for wet conditions (at H-polarization only).

Two further findings are more surprising. The authors found the sensitivity of $TB$ to both SM and roughness to be almost the same over a large frequency range (1.4–90 GHz), the sensitivity to roughness at L-band being slightly higher for wet conditions. Even though there is not a consensus on these results, they are in good agreement with observations made by Wang et al. (1983) at 1.4, 5 and 10.7 GHz. So, based on the study of Montpetit et al. (2015) and in comparison to passive C- and L-band sensors, the main asset of L-band radiometers applied to SM estimation would be (i) the higher penetration capabilities through vegetation. For instance, Al-Yaari et al. (2014) found that, for high Leaf Area Index (LAI) values, improved performances for SM retrievals were obtained from L-band SMOS observations in comparison to C-band AMSR-E observations; (ii) the lower radar sampling depths (~0–3 cm at L-band, and ~0–1 cm at C-band X-bands; Raju et al., 1995); and (iii) the lower atmospheric effects.

3.3. Soil effective temperature

Effective soil temperature ($T_{eq}$) is used to simulate upwelling brightness temperature $TB_{eq}$ (Eq. (3)) of a soil considering vertical temperature and moisture gradients. An inaccuracy can be noted here: originally Eq. (3) was written for a homogeneous soil medium (with temperature and SM independent of depth), while the concept of effective temperature was developed to account for temperature and moisture gradients. So the use of an effective temperature concept in Eq. (3) leads necessarily to consider $e_{eq}$ as the effective emissivity of the ground.

![Fig. 3. Global map of the roughness parameter $H_R$ retrieved from the SMOS observations at L-band (Parrens et al., 2016).](image-url)
Fig. 4. Modelled reflectivity at H-Pol (solid line) and V-Pol (dashed line) at 1.41 (black), 10.65 (blue), 23.8 (green), 36.5 (red) and 90 GHz (magenta) as a function of a) soil moisture (SM) for (a) a low (S₀ = 0.55 mm), or (b) high soil surface roughness (S₀ = 30 mm), and as a function of S₀ (c) for a high SM = 0.05 m³/m³ or (d) high soil moisture value (SM = 0.20 m³/m³; θ = 20°) and soil T₀ = 300 K. (Montpetit et al., 2015). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

\[ T_G = \int_0^\infty T_S(\alpha(z)) \exp\left[-\int_0^z \alpha(z') \, dz'\right] \, dz \]  \hspace{1cm} (9)

where \( T_S(z) \) is the soil temperature at depth \( z \), and the power attenuation coefficient \( \alpha(z) \) is related to the complex soil dielectric constant \( \epsilon_G = \epsilon_0' + i \epsilon_0'' \) and the observation wavelength \( \lambda \) as (Schwank et al., 2005):

\[ \alpha(z) = \left(\frac{4\pi}{\lambda}\right) \cdot \text{Im} \left( \sqrt{\epsilon_G(z)} \right) \]  \hspace{1cm} (10)

where \( \text{Im}(\cdot) \) represents the imaginary part.

Based on this formulation and experimental data, Choudhury et al. (1982) developed a simple parameterization of the effective soil temperature \( T_G \) (Choudhury scheme):

\[ T_G = T_{\text{soil,depth}} + C_T \left( T_{\text{soil,surf}} - T_{\text{soil,depth}} \right) \]  \hspace{1cm} (11)

where \( T_{\text{soil,depth}} \) is the deep soil temperature (0 to 100 cm); \( T_{\text{soil,surf}} \) is the surface temperature (0 to 5 cm) and the \( C_T \) parameter was computed as a function of the frequency band (\( C_T = 0.246 \) at L band).

This equation was refined by Wigneron et al. (2001) by accounting for the dependence of the parameter \( C_T \) on soil moisture (\( C_T = (\text{SM}/W_0)^{b_0} \)), with \( C_T \leq 1 \), where \( W_0 \) and \( b_0 \) are fitting parameters, Wigneron scheme) and then by Holmes et al. (2006) as function of the soil dielectric constant (\( C_T = (\epsilon_0''/\epsilon_0')^{b_0} \)), where \( \epsilon_0' \) and \( \epsilon_0'' \) are fitting parameters; Holmes scheme). In a second step, Wigneron et al. (2008) improved the Wigneron scheme \( C_T = (\text{SM}/W_0)^{b_0} \) by accounting for the dependence of the \( W_0 \) and \( b_0 \) parameters on soil texture. This parameterization is currently implemented in the SMOS algorithm using the L-MEB default parameters

\[ W_0 = 0.3 \text{ m m}^{-3} \text{ and } b_0 = 0.3 \text{.} \]

\( T_{\text{soil,surf}} \) and \( T_{\text{soil,depth}} \) are estimated from, respectively, ECMWF (European Centre for Medium-Range Weather Forecast) Level 1 (1-7 cm) and Level 3 (28-100 cm) soil temperature data. The SMAP algorithm is based on Eq. (11) using \( C_T = 0.246 \) (Choudhury et al., 1982) and \( T_{\text{soil,surf}} \) and \( T_{\text{soil,depth}} \) are estimated by the CSFC GMAO GEOS5 forecasted soil temperatures in the first layer (0-10 cm) and second layer (10-20 cm), respectively (Table 1). Recently, a new approach to compute \( C_T \) was derived from Eq. (11) for a two layer soil system by Lv et al. (2014) (Lv scheme). It accounts for the sampling depth (\( \Delta x \)) of the microwave radiation:

\[ C_T = 1 - \exp\left(-\Delta x \cdot 4\pi/\lambda \cdot \left( \epsilon_0''/2 \sqrt{\epsilon_G} \right) \right) \]  \hspace{1cm} (12)

An evaluation made over the Maqu site (Tibetan Plateau) of the four schemes (Choudhury, Lv, Holmes, and Wigneron) by Lv et al. (2014) found both the Lv and Wigneron schemes performed similarly (RMSE ~ 1.8-2.5 K) and better than both the Holmes scheme (RMSE ~ 3.5 K) and the Choudhury scheme (RMSE ~ 4.0 K). Note that, presently, most of the studies investigating the computation of \( T_G \) have been based on in-situ experimental data and a long term analysis based on satellite observations has still to be made to evaluate more extensively the different modelling schemes described above.

3. Dielectric models of moist soils

The microwave dielectric modelling of moist soils is an essential part of the retrieval algorithms in radar and radiometry remote sensing (Mätzler et al., 2006). Simple soil dielectric models can be applied in iterative retrieval algorithms to account for the dependence of the relative permittivity on solid soil phases, liquid soil water content, soil temperature and wave frequency. The most popular models used in the microwave remote sensing community are the ones developed by Wang and Schmugge (1980), Dobson et al. (1985), and Miznov et al. (2004). As compared with the model of Dobson et al. (1985),
the basic feature of the dielectric model of Mironov et al. (2004) consists of the fact that the latter distinguishes between bound and free soil water by considering the dielectric relaxation spectrum parameters for each type of soil water (bound and free), using the measured dielectric spectra of moist soil samples at fixed texture and temperature. This model is known in the literature as the Generalized Refractive Mixing Dielectric Model (GRMDM). On the basis of GRMDM, the dependence of the soil permittivity spectra on soil texture at a fixed temperature (Mironov et al., 2009) and on soil temperature at a given soil texture (Mironov & Fomin, 2009b), were established. The approaches of (Mironov & Fomin, 2009b; Mironov et al., 2009) were combined to compute the temperature and moisture dependent GRMDM in the case of mineral thawed soils (Mironov & Fomin, 2009a). Later, an engineering GRMDM dielectric model designed for the SMOS retrieval algorithm was developed (Mironov et al., 2013a): simplified and specific equations were developed at L-band and a larger validation data set was used. The methodology of GRMDM was also extended to take into consideration frozen soils and the thawed/frozen transitions of moist soils in the cases of both an organic-rich soil (Mironov et al., 2010) and a mineral soil (Mironov & Lukin, 2011). Later on, in the frame of the GRMDM methodology, an approach allowing different types of dielectric relaxations (dipole and ionic) in different soil water components to be distinguished was developed (Mironov et al., 2013b; Mironov et al., 2013c), leading to the development of dielectric models predicting the soil permittivity of thawed and frozen organic rich soils in both the MHz and GHz ranges (Mironov & Savin, 2015).

Distinguishing between mineral and organic-rich soils as well as between frozen and thawed conditions is important due to distinct dielectric behavior in all these cases. Organic material differs from mineral by its complex structure and small bulk density, high porosity and large specific surface area. These properties lead to extreme water holding capacities up to 0.8-0.9 m^3/m^3 compared to around 0.4-0.6 m^3/m^3 in the case of mineral soils (e.g. Kellner & Lundin, 2001; Li et al., 2004), as well as a higher fraction of bound water. The ability to align with an applied electric field (referred to as polarizability) is considerably reduced in the case of water molecules close to solid surfaces (Jones et al., 2002). Consequently, the relative permittivity of bound water is significantly smaller than that of free water, approaching that of ice. This implies that the bulk relative permittivity of organic substrates with large specific surface areas is less than in the case of mineral soils (apart from very clayey soils and the same accounts for frozen versus thawed conditions). The organic and frozen soil characteristics are specifically prominent in Northern environments, in these regions special attention should be paid to the application of an appropriate soil water relative permittivity relation in remote sensing retrieval schemes. This issue was extensively studied in the European Space Agency's SENSOS (SMOS High Latitude) project (Bircher et al., 2015; Peters et al., 2016). The work is now being continued in order to (i) validate the derived "organic" soil water-relative permittivity empirical models in the SMOS Soil Moisture L2 Prototype Processor; (ii) verify (2) study the approach's potential to be integrated in the operational processor to replace the applied dielectric model in mineral soils over areas with distinct organic soil surface layers.

In L-MEB, the model of Dobson et al. (2005) revised by Peplinski et al. (1995), was used in combination with a simplified approach proposed by Matzler (1998) for sandy soils since the beginning of the SMOS mission. The main input model parameters were SM, soil temperature, soil salinity, bulk density, and % of sand and clay. Since April 2012 (i.e. since version 5.5 of the Level 2 algorithm), the Dobson model was replaced by the Mironov model (Mironov et al., 2012), where the input parameters are limited to SM, soil temperature and % clay. The analysis by Mialon et al. (2015) using datasets from a wealth of world-wide validation sites could not conclude which model performed best. However, the Mironov model was selected as (i) it requires fewer input parameters making it less sensitive to inaccuracies in global soil property maps (soil density, porosity); (ii) it is a more physical-based modelling approach of mixing dielectric effects (through the GRMDM model), and (iii) it has been validated over a wider range of soil texture (in particular, the range was extended to sand fraction larger than 50%). As a consequence of the use of the Mironov model instead of the Dobson one, was that higher dielectric constants were simulated globally, leading to higher retrieved SM values by ~ 0.033 m^3/m^3 on average at the global scale (Mialon et al., 2015).

The better performance of the Mironov model compared to the Dobson model was demonstrated in several recent studies at local scale from experimental data (Mironov et al., 2011, Montpetit et al., 2015, Srivastava et al., 2016). In particular, better performances were found for very sandy soils (Bircher et al., 2012, 2017) and for organic-rich soils in Northern environment (Bircher et al., 2015). Note that an unrealistic behavior of the imaginary part of the dielectric constant as a function of SM was clearly detected for the Dobson model (Bircher et al., 2017). Improved simulations of TB were obtained too at global scale using the Mironov model rather than the Dobson one for both C- and L-band (de Rosnay et al., 2009, 2013). These different results support the choice of the Mironov model in the soil moisture retrieval algorithms of both SMOS and SMAP; this latter uses the Mironov model in its baseline Level 2 & 3 algorithms. In contrast, the dielectric model by Wang and Schmugge (1980) is used in the SMAP Level 4 algorithm and in LPRM (Van der Schalie et al., 2015, 2016) and it is considered as an option at ECMWF within the MEM (Community Microwave Emission Model) modelling platform (de Rosnay et al., 2009; Muñoz-Sabater et al., 2011).

Vegetation radiometric modelling

In this section a review of the models used to account for the radiative effects of vegetation at L-band is presented. Firstly some background is presented including the models used in the SMOS and SMAP retrieval algorithms, and secondly recent findings in this domain are presented and analyzed.

4.1. Background

To account for vegetation effects, both the SMOS and SMAP mission use a simple Radiative Transfer (RT) model, hereafter referred to as the τ-model. In this model, optical depth τ, and effective scattering albedo ωp (p = H, V) are used to parameterize extinction and scattering caused by the canopy layer above the soil (Mo et al., 1982). This model is a zero-order solution of the RT equations, where the phase matrix term accounting for multiple scattering effects, is neglected (Tsang et al., 1985; Ulaby et al., 1986). The rationale for the selection of the latter model is discussed in detail by Wigneron et al. (2007).

In the τ-model, the thermal emission TBp from a scene consisting of a vegetation layer above an infinite half space representing the subjacent soil medium can be written as the sum of three terms: (1) the direct upwelling vegetation emission, (2) the downwelling vegetation emission reflected by the soil and attenuated by the canopy layer, and (3) upwelling soil emission attenuated by the canopy:
\[ TB_P = (1 - \omega_p) \left( 1 - \gamma_p \right) \left( 1 + \gamma_p \Gamma_{gp} \right) T_C \]
\[ + \left( 1 - \Gamma_{gp} \right) \gamma_p \Gamma_g \]  

(13)

where \( T_C \) and \( T_G \) are the effective soil and vegetation temperatures, \( \Gamma_{gp} \) is the soil reflectivity and \( \gamma_p \) is the vegetation transmissivity, computed from the optical depth \( \tau_p \) using Beer's law:

\[ \gamma_p = \exp \left( -\frac{\tau_p}{\cos \theta} \right) \]  

(14)

If it is assumed further that the effective scattering albedo \( \omega \) is equal to zero and that \( T_G = T_C \) \( (\Gamma_G = \Gamma_C = \Gamma_GC) \) where \( T_GC \) is the effective ground-canopy temperature, Eq. (13) can be rewritten in a very simple form as:

\[ TB_P = (1 - \gamma_P^3 \Gamma_{gp}) T_{GC} \]  

(15)

In the RT model used for the Level 2 and 3 SMAP products, \( \tau_P \) equals the optical depth at nadir and it is assumed to be polarization independent for now, whereas it is made polarization dependent in the SMAP Level 4 product. In L-MEB, used by the SMOS mission, \( \tau_P \) is expressed as a function of the optical depth at nadir \( \tau_{NAD} \) (at \( \theta = 0^\circ \)) by:

\[ \tau_P(\theta) = \tau_{NAD} \left( \sin^2(\theta) \cdot t_{tp} + \cos^2(\theta) \right) \]  

(16)

where the \( t_{tp} \) and \( t_{tP} \) parameters allow for the dependence of \( \tau_P \) on incidence angle \( \theta \) to be accounted for, which can be different according to polarization, particularly for vegetation with specific anisotropic structures. This formulation was based on the modelling of the vertical stalk layer as a uniaxial crystal (Allen & Ulaby, 1984; Ulaby & Wilson, 1985). A value of \( t_{tp} > 1 \) or \( t_{tP} < 1 \) will correspond respectively, to an increasing or decreasing trend of \( \tau_P \) as a function of \( \theta \). The “isotropic” case, where \( \tau_P \) is assumed to be independent of polarization and incidence angle corresponds to \( t_{tp} = t_{tP} = 1 \). The latter case is currently used in the SMOS algorithm (Table 1).

The use of the polarization dependent \( \tau_P \) (\( P = H, V \)) parameters was developed to account for the effects of vegetation anisotropy(optical depth with respect to incidence angle and polarization). It was found that there were to be very significant for crop types with a tissue (dominated) structure, such as cereals and corn (Wigneron et al., 2004; Fig. 5). For instance the optical depth of a well-developed wheat canopy was found to be three times higher at VP than at LP polarization (0.3 vs. 0.1) (Fig. 5; Wigneron et al., 2004) and a good linear relationship between the \( t_{tp} \) parameter and the height of stems was estimated during the growth of a wheat canopy (\( \sigma^2 = 0.9 \)).

The \( \tau - \omega \) model equations have some limitations. First, in theory, the \( \tau - \omega \) equation (Eq. (13)) cannot account for multiple scattering effects. However, Mo et al. (1982), through the delta Fiddington approximation, that the equations of the \( \tau - \omega \) model are valid with the assumption that scattering by the vegetation elements is primarily in the forward direction. They showed that, in this case, the \( \tau_p \) and \( \omega_p \) parameters are effective parameters that can be estimated from the fractional scattering along the forward direction. In addition, the \( \tau - \omega \) model inherently assumes small dielectric gradients between the air and the vegetation layer, implying that both reflection and refraction at the air-to-vegetation interface are neglected. While this so-called ‘soft-layer’ assumption is valid for L-band observations of a vegetation layer, with mostly very low vegetation volume fraction (Wigneron et al., 1993), the ‘soft-layer’ assumption is not adequate in the presence of a litter or a snow cover. To simulate upwelling \( T_B \) (\( P = H, V \)) of a ground covered with such a dense and/or possibly scattering layer, a higher-order solution of the RT equations should be used. The so-called ‘two-stream’ (2S) RT model (Wiesmann & Mätzler, 1999) originally developed as a part of the Microwave Emission Model for Layered Snowpack (MIELS), poses an option and the use of the 2S RT model in substitution of the \( \tau - \omega \) model in L-MEB is currently being tested. This substitution would allow using a consistent RT model to simulate the emission from grounds covered with vegetation, litter, or dry snow (Lemmettyinen et al., 2016), leading to a unification of the retrieval scheme applied to a variety of land-cover types.

4.2 Effective scattering albedo

Note that, following Kurum (Kurum, 2013), the term ‘effective scattering albedo’ for \( \omega_p \) is used rather than the term ‘single scattering albedo’ which can be often found in the literature. The difference in meaning of the two is important as follows: the term ‘effective
scattering albedo’ means the value of $\omega_P$ that best represents scattering effects in $\text{TB}_P(\theta)$ simulated with the $\tau$-o RT model in comparison with either experimental brightness temperatures, or corresponding numerical simulations. Accordingly, ‘effective scattering albedo’ $\omega_P$ can be computed, through calibration using experimental (Wigneron et al., 2004) or numerical (Ferrazzoli et al., 2002) data, or based on physical considerations (Kurum, 2013). Conversely, the ‘single scattering albedo’ is defined as the ratio between the scattering coefficient and the extinction coefficient (including both scattering and absorption) and is used in multiple scattering RT models (Wigneron et al., 1993). Values of ‘single scattering albedo’ (~ 0.20–0.50) are generally larger than values of ‘effective scattering albedo’ for most vegetation canopies (Ferrazzoli et al., 2002; Kurum et al., 2011).

Recently, Kurum (2013) removed the restrictions that were posed by the original model of Mo et al. (1982) that assumes scattering by the vegetation is primarily in the forward direction (Joseph et al., 1976). He showed that the $\tau$-o model equations are correct in their analytical form without making assumptions on the scattering pattern, as done by Mo et al. (1982), provided $\omega_P$ is considered as the ‘effective scattering albedo’ as defined above. So, even if values of $\omega_P$ are generally calibrated from best-fit approaches, they have a clear physical meaning. Note that over forests, this result was numerically demonstrated by Ferrazzoli et al. (2002), who successfully calibrated ‘effective vegetation parameters’ ($\tau_P$ and $\omega_P$) of the $\tau$-o RT model using a discrete RT model applied to simulate $\text{TB}_P(\theta)$ of forested scenes. The calibration of the effective scattering albedo is analyzed in the two following sections from, respectively, tower-based and space-borne observations.

4.2.1. Tower-based calibration of $\omega$.

Based on measurements performed with tower-based L-band radiometers, the values of the effective scattering albedo $\omega_P$ at L-band have generally been found to be low, except for corn ($\omega_P \approx 0.05$–0.10; Wigneron et al., 2004; Wigneron et al., 2007; Yan et al., 2015) and for grass ($\omega_P \approx 0.10$; Saleh et al., 2007) at V polarization. These values are in good agreement with the values of the ‘effective scattering albedo’ $\omega_P$ computed by Kurum (2013) at L-band for a corn (Fig. 6) and a soybean canopy from discrete RT simulations. For instance, Kurum (2013) found that the values of $\omega_P$ for corn are slightly dependent on incidence angle and soil moisture and vary between 0.05 and 0.10 at H polarization and between 0.10 and 0.15 at V polarization. He found lower values of $\omega_P$ for a soybean canopy, being a leaf-dominated vegetation ($\omega_P \leq 0.02$ at H polarization and $\omega_P \leq 0.05$ at V polarization).

The dependence of $\omega_P$ on polarization $P = H, V$ has been neglected in the literature (in the following the subscripts $H, V$ will generally be left out). However, when these effects are accounted for over low vegetation covers, results generally go in the direction of higher scattering effects (and associated values of $\omega_P$) at V polarization vs. H polarization. For instance, the polarization dependence of $\omega_P$ was clearly noted over grassland where $\omega_P \approx 0.00$, and $\omega_P \approx 0.05$–0.15 (Lieuwens et al., 2015; Saleh et al., 2005); it was found to be more moderate over cropland (Kurum, 2013; Lieuwen et al., 2015) and forest (Ferrazzoli et al., 2002; Grant et al., 2008; Lieuwen et al., 2015; Roy et al., 2012). The time variations of $\omega_P$, even though they may be significant over crop fields (Wigneron et al., 2004), are generally neglected too in the literature.

4.2.2. Calibration of $\omega$ from space-borne observations.

Presently, in the SMOS algorithm, the values of $\omega_P$ are tabulated as a function of vegetation class with a default value of zero over low vegetation canopies and 0.05–0.08 over forests. In the SMAP algorithm, values of $\omega_P$ are tabulated for 12 main IGBP vegetation types (Table 3).

The analysis of these calibrated values is not easy, as few studies can be found in the literature at global scale, with very recent results just now available. For instance, the SMAP Level 4 product provides global maps of $\omega$ (O'Neill et al., 2014, Fig. 7a) obtained through calibration with SMOS data (currently, using 5 years of SMOS V620 TB data), as described in De Lannoy et al. (2013, 2014). The global average and standard deviation of the $\omega$ values (not polarization dependent) for the SMAP L4 product is 0.09 ± 0.07 (Table 3, Fig. 7a).

Another recent map of $\omega$ has been published by Konings et al. (2016) and is presented in Fig. 7b. The latter study is based on the use of Table 3.

A list of the ‘effective scattering albedo’ ($\omega$) is considered in current SMOS (Kerr et al., 2014; Kerr et al., 2012) and SMAP Level 2 & 3 retrieval algorithms (O’Neill et al., 2015) and retrieved in the recent studies of Konings et al. (2016) and for the SMAP Level 4 product (following De Lannoy et al., 2014).

<table>
<thead>
<tr>
<th>Land cover type</th>
<th>‘Effective scattering albedo’ ($\omega$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMOS algorithm (current, default)</td>
<td>SMAP 1.2 &amp; 3 algorithm</td>
</tr>
<tr>
<td>Evergreen needleleaf forest</td>
<td>0.05–0.08</td>
</tr>
<tr>
<td>Evergreen broadleaf forest</td>
<td>0.05–0.08</td>
</tr>
<tr>
<td>Deciduous needleleaf forest</td>
<td>0.05–0.08</td>
</tr>
<tr>
<td>Deciduous broadleaf forest</td>
<td>0.05–0.08</td>
</tr>
<tr>
<td>Mixed forest</td>
<td>0.05–0.08</td>
</tr>
<tr>
<td>Closed shrublands</td>
<td>0.00</td>
</tr>
<tr>
<td>Open shrublands</td>
<td>0.00</td>
</tr>
<tr>
<td>Woody savannas</td>
<td>0.00</td>
</tr>
<tr>
<td>Savannas</td>
<td>0.00</td>
</tr>
<tr>
<td>Grasslands</td>
<td>0.00</td>
</tr>
<tr>
<td>Croplands</td>
<td>0.00</td>
</tr>
<tr>
<td>Cropland/natural veg. mosaic</td>
<td>0.00</td>
</tr>
<tr>
<td>Barren or sparsely vegetated</td>
<td>0.00</td>
</tr>
</tbody>
</table>

*a* $\omega = 0.08$ over boreal forests, $\omega = 0.06$ over the other forest types.
multi-temporal single look-angle Aquarius observations to retrieve three parameters (SM, $\tau$ and $\omega$) without the need of optical ancillary information. The authors found a high variability in the values of $\omega$ per land use class: values are in the range 0.00–0.04 over low vegetation (grassland, cropland) and 0.04–0.20 over forests. The estimated values in Fig. 7a and b differ mostly likely because of different assumptions for the other RT parameters and for the ancillary information and because of the different temporal and spatial resolutions of the SMAP and Aquarius instruments, whose results are summarized in Table 3.

Recently, van der Schalie et al. (2016) optimized the values of $\omega$ globally in the LPRM algorithm based on SMOS observations and did not see the benefit of spatially varying values: they found an optimized global value $\omega = 0.12$. Current studies are being made to update the values of $\omega$ in the SMOS algorithm (Fernandez-Moran et al., 2016). In very good agreement with the results obtained by van der Schalie et al. (2016), Fernandez-Moran et al. (2016) found a rather low sensitivity of $\omega$ to the IGBP vegetation classes, with a global optimized values $\omega = 0.10$. The values of $\omega$ obtained by these studies from space-borne observations at L-band are in the higher end of the range of values (~ 0.00–0.012) obtained from tower-based experiments over both low vegetation and forest canopies. An explanation of this could be that, in the RT modelling, the relatively high values of $\omega$ could be an “effective” way to account for the heterogeneity of the soil and vegetation signatures within the large footprint of space-borne observations.
At higher frequencies, values of $\omega_p$ varying between 0.05 and 0.10 were found by Pellarin et al. (2006) over a large variety of canopy types (including crops, grasslands and forests) based on SMRR (Scanning Multichannel Microwave Radiometer) observations at C- and X-bands. In addition, Du et al. (2016) have computed values of $\omega$ (not polarization dependent) accounting for its seasonal variations from the AMSR-E observations at X-band. They found a quadratic relationship between $\omega$ and $\tau$, with average values of $\omega$ varying between 0.04 and 0.06 at global scale (Fig. 8). Du et al. (2016) considered that multiple scattering effects lead to increasing vegetation emission, leading in turn to lower values of effective $\omega$. So, for very dense vegetation, due to overwhelming multiple scattering effects, $\omega$ tends to be saturated and becomes relatively stable at ~0.06. These results are consistent with the values of $\omega$ found by Pellarin et al. (2006) (~0.06-0.08) and Roy et al. (2012) (~0.06) over boreal forests.

4.3. SMOS and SMAP vegetation optical depth

As already mentioned in Section 2, it is considered in the SMAP algorithm that Vegetation Water Content (VWC, kg·m$^{-2}$) is a good proxy to compute the vegetation optical depth. Optical depth at nadir is computed as $\tau_{\text{NAD}} = \tau (0-0^+) = b \cdot \text{VWC}$ where the value of the so-called ‘b-parameter’ is approximately $b = 0.12 \pm 0.03$ kg·m$^{-2}$ for a large variety of vegetation types (Jackson & Schmugge, 1991; Van de Griend & Wigneron, 2004). However, some studies found that the value of b may vary during the vegetation cycle. For instance, Wigneron et al. (2004) found the value of b was lower during the senescence period over crop fields (Fig. 5) and Schwank et al. (2005) demonstrated the dependence of b on the growing state of clover grass.

In the SMOS algorithm, generally a 2 parameter (2-P) inversion process of soil moisture (SM) and optical depth at nadir ($\tau_{\text{NAD}}$) is carried out. However, for some specific configurations of the inversion process it is necessary to compute $\tau_{\text{NAD}}$ (for instance, at the edge of the Field of View where only a narrow range of viewing incidence angles is available for the 2-P inversion process, Kerr et al., 2012; Wigneron et al., 2000). In the SCA algorithm used for SMAP, the optical depth $\tau_{\text{NAD}}$ is not retrieved, but it is estimated from ancillary information. More specifically, (i) In the SMAP SCA algorithm, the vegetation water content VWC is computed from NDVI (Jackson et al., 2004) while the ‘b-parameter’ is estimated using a look-up table based on the IGBP Land cover classification (O’Neill et al., 2015).

The following equation is used to compute VWC from NDVI (O’Neill et al., 2015):

$$\text{VWC} = (1.9134 \cdot \text{NDVI}^2 - 0.3215 \cdot \text{NDVI}) + \text{Stemfactor} \cdot (\text{NDVI}_{rel} - 0.1) / (\text{NDVI}_{rel})$$  \hspace{1cm} (17)

where the Stemfactor parameter is the product of the average height of a land cover class and the ratio of the total area to leaf area; NDVI$_{rel}$ is assumed to be equal to the maximum value of NDVI time series, except over croplands and grasslands where the current NDVI can be used for NDVI$_{rel}$. A global year MODIS NDVI climatology at 1 km spatial resolution is used currently to provide NDVI values for VWC estimation in the SMAP operational processor. An assessment will be made by the SMAP team as to whether to use real-year NDVI in lieu of the NDVI climatology in the final bulk re-processing of SMAP data.

(ii) In the SMOS algorithm, linear relation between $\tau_{\text{NAD}}$ and LAI is considered according to

$$\tau_{\text{NAD}} = b_1 \cdot \text{LAI} + b_2$$  \hspace{1cm} (18)

where the parameters $b_1$ and $b_2$ are assumed to depend mainly on the vegetation type. From tower-based L-band observations made over crop fields, Saleh et al. (2006) and Wigneron et al. (2007) found the value $b_1 = 0.06$. Note that considering $b_2 = 0.12$ in Eq. (1), the use of $b_1 = 0.06$ and $b_2 = 0.00$ leads to estimate that VWC ≤ 0.5. LAI (note that the value $b_1 = 0.06$ is used as a default parameter in L-MEB for all vegetation types). As mentioned above, this equation is used marginally in the SMAP algorithm for some specific configurations of the inversion process and should be needless in future versions of the SMOS algorithm.

4.4. Low vegetation optical depth

4.4.1. LAI- and NDVI-based estimation of optical depth at nadir ($\tau_{\text{NAD}}$)

In the SMOS, DCA and LPDM algorithms, vegetation optical depth (r) is retrieved concurrently with SM. However, the $\tau$ parameter is required in the SCA algorithm (as used for SMAP L2&3). So, parameterizing r as a function of vegetation indices (such as LAI and NDVI) is a key step for this latter algorithm. Following the study by Wigneron et al. (2007), the calibration of the b’ and b” parameters in Eq. (18) has been mainly made from tower-based experiments. For instance, Schlenz et al. (2012) found that $b’ = 0.12$ and $b” = 0.08$ for winter oilseed rape.

At a larger scale, the values of b’ and b” used in L-MEB have been analyzed from SMOS observations over crop zones in Central USA by Lawrence et al. (2014) who estimated an average slope of $b’ = 0.06$ and an average intercept of $b” = 0.14$. Grant et al. (2016) have recently analyzed the relationship between the SMOS and AMSR-E vegetation optical depth (respectively $\tau_{\text{SMOS}}$ derived from L-MEB inversion and $\tau_{\text{AMSR-E}}$, derived from the LPDM method) and MODIS-based vegetation indices: LAI, NDVI, Enhanced Vegetation Index (EVI), and Normalized Difference Water Index (NDWI). Non-linear relationships were obtained in some cases, which is in
agreement with (Gao et al., 2015; Jones et al., 2011; Liu et al., 2011):

(i) $\tau_{\text{AMSRE}}$, computed from C-band observations, reveals some saturation effects earlier than $\tau_{\text{SMOS}}$, computed from L-band observations, as the value of the vegetation index increases.

(ii) The vegetation indexes computed from optical observations saturate at high levels of LAI.

At global scale, over the year 2010, Grant et al. (2016) found that highest correlations between optical depth and vegetation indexes (LAI, NDVI, EVI, NDWI) for both SMOS and AMSR-E sensors were obtained using the NDVI index (Fig. 9). However, the relationship between $\tau_{\text{SMOS}}$ and NDVI ($R = 0.69$) is nonlinear whereas that between $\tau_{\text{AMSRE}}$ and LAI is linear and presents a similar correlation coefficient ($R = 0.68$), for which reason Grant et al. (2016) consider that LAI may be the preferred choice of vegetation index in the case of SMOS.

4.4.2. Structural parameters $\tau_v$ and $\tau_B$

Several recent studies have shown that the vegetation structure effects may have an impact on the values of optical depth and found that the dependence of $\tau_p$ on incidence angle and polarization could be well parameterized using different values for $\tau_v$ and $\tau_B$ in Eq. (16). Peischl et al. (2012) showed very distinct values of $\tau_v$ ($P = H, V$) in SM retrievals over wheat canopies ($\tau_v = 0.2$, $\tau_v = 1.4$) in New South Wales, Australia. Similarly, Yan et al. (2015) calculated a value of $\tau_v = 3.0$ to simulate the emission from corn fields in the Heihe River Basin in Northern China. Over a vineyard, Frank et al. (2012) observed large differences between the $\tau_v$ in winter ($\tau_v \sim 0.80$ and $\tau_B \sim 0.11$), whereas the $\tau_v$ and $\tau_B$ parameters have similar and larger values in summer ($\tau_v \sim 1.40$ and $\tau_B \sim 1.10$). These seasonal differences could be related to changes in the structure of the vine stocks, while the leafy vegetation in summer is more isotropic ($\tau_v$ and $\tau_B$ values are close to 1.0). Paraz et al. (2004) over corn and Fernandez-Moran et al. (2013) over vineyard showed that temporal changes in the $\tau_v$ parameter can be accounted for using a 3-parameter inversion approach where $\tau_v$, $\tau_p$, and $\tau_B$ are retrieved independently. All the aforementioned studies were based on tower-based radiometer measurements and simultaneous in-situ observations of vegetation parameters. From space-borne instruments, the large footprint of microwave radiometers include a variety of vegetation and soil types, so that vegetation structure effects are not generally accounted for (Owe et al., 2001). Presently default parameters neglecting these effects are used both in the SMOS retrieval algo-

![Fig. 9. Pixel-based Pearson coefficient of determination ($R^2$) for the relationship between LAI and 16-day average values of optical depth in 2010 retrieved from (a) SMOS (ascending orbits) and (b) AMSR-E (ascending orbits) observations. White areas indicate “no data”. (details of the computations are given in Grant et al., 2016).](image)
rithm (\(t_v = t_{sh} = 1\)) and the SMAP retrieval algorithm assuming isotropic vegetation with \(t_v = t_{sh}\).

4.5. Forests: specific modelling aspects

Forests show several specific issues, making the modelling of TB more challenging than for scarce vegetation. This topic was theoretically investigated by Ferrazzoli and Guerrieri (1996), Karam (1997) and Kurum et al. (2011, 2012). In forests, both single and multiple scattering effects are appreciable, and cannot be neglected at any frequency, including L band. Moreover, absorption and scattering effects are mostly due to branches, which are characterized by a wide distribution of sizes and orientation, and by permittivity properties which are different with respect to herbaceous vegetation. Conversely, polarization effects are low, so that we can assume:

\[ \rho_{hv} = \rho_{vh} = \rho_0; t_{sh} = t_v = T. \]

In the SMOS algorithm, a compromise between model accuracy and simplicity was adopted (Kerr et al., 2012; Rahmouni et al., 2013). On the basis of parametric investigations, it was found that the \(\tau\)-to-RT model (Eq. (13)) can be extended to forests with acceptable accuracy, provided \(\tau\) and \(\rho\) are defined as “effective” parameters, in order to include multiple scattering effects (Ferrazzoli et al., 2002; Kurum et al., 2012). In fact, the average single scattering albedo of branches is on the order of 0.40-0.60 (Ferrazzoli et al., 2002; Kurum et al., 2012), values which cannot be directly introduced into the \(\tau\)-to-RT model (Eq. (13)), since it would lead to unrealistically low \(T_{B_2}\) values, far from measured ones. Ferrazzoli et al. (2002) suggested to fit the vegetation parameters \(\omega\) and \(\tau\) used in the \(\tau\)-to-RT model to the angular and polarization dependent \(T_{B_2}(0)\) simulated with a discrete radiative transfer model. This parameter-calibration was adopted in the SMOS algorithm (Rahmouni et al., 2013) to provide first guess values \(\tau_{\text{first}}\) of optical depth \(\tau\) and the “effective scattering albedo” \(\omega\) which is assumed to be constant throughout the retrieval. The first guess values \(\tau_{\text{first}}\) were computed as the sum of a dominant static component, due to branches, and a minor seasonal component, due to leaves and understory. The static component was related to \(LAI\) by full development (called \(LAI_{\text{max}}\)) and the seasonal component was related to actual \(LAI\). Also litter effects were included in \(\tau\) and related to \(LAI_{\text{max}}\) (Rahmouni et al., 2013). For the “effective scattering albedo” at L band, values in the range of 0.08 ≤ \(\omega\) ≤ 0.10 were generally found using model simulations and experimental data (Grant et al., 2008; Santi et al., 2009), although higher values were obtained in some experiments (Kurum et al., 2012).

These first estimates of the forest RT parameters (\(\omega\) and \(\tau\)) were compared against SMOS retrieval results obtained using the standard L2 algorithm and an off-line algorithm operating on a 3-satellite mode to retrieve the “effective scattering albedo” in addition to SM and \(\tau\) (Rahmouni et al., 2013). The retrieved \(\tau\) value was found to be slightly lower than initial estimates of \(\tau\) based on \(LAI\). At continental scale, the retrieved \(\tau\) value was found to be well correlated with forest height data obtained by space-based LIDAR (Light detection and ranging) measurements (Rahmouni et al., 2014; Vittucci et al., 2016). At regional scale, even better correlations were found with biomass data estimated by airborne and satellite measurements (Vittucci et al., 2016). As an example, Fig. 13 reports a scatterplot of retrieved \(\tau\) as a function of measured biomass in forest areas in Peru and Columbia.

Retrieved values of the “effective scattering albedo” turned out to be slightly lower than values initially estimated in Ferrazzoli et al. (2002). A value of \(\omega = 0.06\) provided best results, particularly in tropical forests (Rahmouni et al., 2013). A parallel investigation based on radiometric Aquarius signatures (Könings et al., 2016) indicated the average “effective scattering albedo” of dense forests to be \(\omega = 0.05\), while the obtained map of optical depth \(\tau\) showed spatial patterns similar to the ones found by Rahmouni et al. (2013) and Vittucci et al. (2016). A SMAP higher level products, after calibration with V620 SMOS-TD data, a global average \(\omega = 0.10\) was found over dense forests and \(\tau\) in the SMAP L4 SM product (Entekhabi et al., 2011). For the L2 and L3 SMAP soil moisture products, \(\omega = 0.05\) is currently set as a default for forest categories of land cover while the SMAP team focuses on retrieval performance for nonforest land covers. Efforts will be made in the near future to understand and improve SMAP retrievals over forests with a goal of making the retrieval more consistent with SMOS retrievals (Jackson et al., 2016). SMAP investigations were also conducted at higher frequencies. As expected, retrievals of \(\tau\) were found to be generally higher than at L band. It was also found that the leaf contribution increases with frequency more than the trunk and branch contributions (Guglielmetti et al., 2007; Santi et al., 2009). The emissivity of developed forests increases with frequency (Guglielmetti et al., 2008; Macelloni et al., 2001; Santi et al., 2009), and this property can be represented by a decrease of the “effective scattering albedo”. A theoretical explanation of this result was given by Della Vecchia et al. (2010). When frequency increases, scattering effects increase too, but in forests they tend to be in the forward direction. In consequence, this leads to a decrease of scattered radiance into the upper half space. The latter, in turn, decreases the overall canopy reflectivity, and hence explains the higher forest emission at higher observation frequencies.

4.6. Interception, litter

The vegetation optical depth modelling approach presented in the previous sections need to be extended, in order to account for some specific effects linked to water interception by the canopy and litter. Litter is present in most vegetated ecosystems where the soil is not worked mechanically. The effect of intercepted water, both by the standing vegetation and litter, may have an impact on the upwelling microwave radiation \(T_B\).

Several experimental results found in the literature cannot be explained without considering interception and/or litter effects. For instance, high values of the “\(b\)-parameter” were computed over grassland covers (\(b < 0.4\), Jackson & Schmugge, 1991; Saleh et al., 2006; Schwank et al., 2005; Wigneron et al., 2004). De Rosnay et al. (2006)
found increasing values of L-band brightness temperature $T_{B_L}$ over a fallow field during rainfall events, while at the same time, decreasing values of $T_{B_L}$ were measured over an adjacent bare soil plot. Over the same fallow site, Saleh et al. (2006) found that values of $\tau_{NAD}$ may be increased by a factor of 2 to 3 during rainfall events. Conversely, the above results, Homburke et al. (2006) found that water at the plant surfaces of a maize canopy (due to irrigation, rainfall or dew) has the net effect of decreasing $T_{B_L}$ at 1.4 GHz. However, these effects were found to be relatively moderate ($T_{B_L}$ varying by a few Kelvin).

These litter and interception effects were also evaluated in forests, where the litter layer can be very thick for coniferous vegetation types (Grant et al., 2007; Grant et al., 2009; Guglielmetti et al., 2008; Schwank et al., 2008). From passive L-band observations performed above a deciduous forest stand in Jülich (Germany), Guglielmetti et al. (2008) and Schwank et al. (2008) demonstrated that moist litter is an important radiation source to be taken into account for quantitative SM retrievals based on passive L-band data. In the coniferous forest of Les Landes in Southwestern France, Grant et al. (2009) found that the presence of the litter layer over a soil surface can lead to a significant increase in the value of the surface emissivity (∼ 60 K in TB) in comparison to the emission of the underlying mineral layer, but did not modify significantly the sensitivity of the $T_{B_L}$ observations to SM. These experimental results are in good agreement with results obtained by Demontoux et al. (2008) from both coherent and incoherent modelling (Fig. 11) and by Bircher et al. (2013) in the framework of the SMOSHiLat study. Both Grant et al. (2008) and Saleh et al. (2006) found that litter effects could be accounted for by considering the $H_R$ parameter (a dependence of the roughness parameter $H_R$ as a function of SM was used by Saleh et al. (2006)). In that case, the $H_R$ parameter becomes an effective parameter accounting for surface effects, in the broadest sense of the term, and depending on SM which is closely related to the moisture content of litter (Grant et al., 2007).

As for interception effects by the standing vegetation canopy, these are generally accounted for by the optical depth, which account for the effects of the water content present within and at the surface of the vegetation elements (Saleh et al., 2006; Wigneron et al., 1996). As it is very complex to account for these effects in TB simulations, Saleh et al. (2006) have proposed to use the polarization ratio (MPDI = $(T_{B_V} - T_{B_H}) / (T_{B_V} + T_{B_H})$) to filter out periods of strong interception effects. The default value used in L-MED over a dense vegetation canopy corresponds to a threshold value of MPDI = 0.02. Values of MPDI below that threshold value are filtered out, or alternatively is to use ancillary land surface model information (flag or filter out times and locations with high interception precipitation values. Currently, the flagging of the periods of high interception effects is implemented in the SMOS algorithm, and a flagging for heavy precipitation is included in the SMAP algorithm.

5. Combining vegetation and roughness effects

Schmugge et al. (1992) and Jackson et al. (2002) showed that by making some assumptions it is possible to combine the vegetation optical depth ($\tau_{NAD}$) and the soil roughness parameter ($H_R$) in a single parameter. This very simple formulation can be developed considering that the "effective scattering albedo" $\omega = 0$, and that $Q_{K} = 0$ and $N_{RV} = N_{RH} = -1$. In that case, the equations applied in Eq. (5) and (13) to the soil Fresnel reflectivity $\Gamma_{GP}(\theta)$, due to both vegetation and roughness effects can be combined and the brightness temperature of the vegetation covered surface can be written as
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**Fig. 4** Emissivity of a soil-litter system as a function of soil moisture for several values of the litter thickness (0, 3, 6 and 10 cm). Computations were made using an incoherent (a) and a coherent (b) model (Demontoux et al., 2008).

Parrens et al., 2017):

$$TB_{P}(\theta) = \left(1 - \exp \left( -\frac{2\tau_{NAD} + H_{R}}{\cos(\theta)} \cdot \Gamma_{GP}^{*}(\theta) \right) \cdot T_{GC} \right)$$

(19)

i.e.

$$TB_{P}(\theta) = \left(1 - \exp \left( -\frac{2T_{R}}{\cos(\theta)} \cdot \Gamma_{GP}^{*}(\theta) \right) \cdot T_{GC} \right)$$

(20)

where the combined parameter $T_R$ is defined as $T_{NAD} + H_{R} / 2$.

Note that $T_{R} = 0$ or $N_{RV} = N_{RH} = -1$ leads to the same results in terms of SM retrievals (mathematically, the equations for $H_R = 0$ or $N_{RV} = N_{RH} = -1$ have the same form, substituting $T_{R}$ by $T_{NAD}$ in Eq. (13)).

Recent studies have shown that combining vegetation and roughness effects (using $Q_{K} = 0$ and $N_{RV} = N_{RH} = -1$) led to best results in SM retrievals over the USA (Parrens et al., 2017) and over a vineyard field (Fernandez-Moran et al., 2015). More studies of this approach are needed. However, if these promising results can be confirmed
there will be clear advantages by using this method. For instance, with the 2-P inversion approach using multi-angular SMOS observations, it would no longer be necessary to calibrate the roughness parameter \( H_R \), as it is included in the combined parameter \( T_R \) retrieved simultaneously with SM. The combined method was used by Wang et al. (2015) and Parrens et al. (2016) to produce global maps of the roughness parameter \( H_R \) at, respectively, C-band from AMSR-E observations and L-band from SMOS observations.

One disadvantage of the “combined” approach could be that the retrieved parameter \( T_R \), as it is more sensitive to roughness effects, could be less interesting for monitoring vegetation as done in ecological studies based on the AMSRE vegetation optical depth parameter (Liu et al., 2013, 2015; Tian et al., 2016). However, first analyses investigating this question have not confirmed this hypothesis. For instance, over a vineyard field, the retrieved values of optical depth (\( T_{NAD} \)) are as sensitive to roughness effects as \( T_R \) and present a lower temporal dynamic than \( T_R \) during the vegetation cycle (Fernandez-Moran et al., 2015). Parrens et al. (2017) found slightly improved correlation between \( T_R \) and MODIS NDVI than between \( T_{NAD} \) and MODIS NDVI over numerous sites in the USA. Our interpretation is that roughness (\( H_R \)) and vegetation (\( T_{NAD} \)) model parameters cannot be easily distinguished from multi-angular observations over a short period of time: they have a similar impact on the TB signatures (exponential form as given in Eqs. (5) and (14), cf Parrens et al., 2017). So, to monitor vegetation, these results may indicate that it is preferable to have a good method to retrieve a combined “vegetation-roughness” parameter, than a less performant method considering separately vegetation and roughness effects.

Another approach was recently developed using measurements made during the SMAPVEX12 experiment in Canada, over a variety of crop fields at a constant incidence angle of ~ 40°. Martens et al. (2015) proposed to model \( H_R \) as a function of brightness temperature and LAI as:

\[
H_R = \left( c_{1P} + c_{2P} T_{BP} + c_{3P} L_{AI} \right)^{C_{3P}}
\]

(21)

where the coefficients \( c_{1P} \), \( c_{2P} \), and \( c_{3P} \) and \( c_{3P} \) were fitted using the experimental data.

The results of this study confirmed those based on the \( T_R \) parameter, and showed (i) the need for a dynamic roughness parameter (opposed to the use of a constant roughness parameter previously), and (ii) the difficulty of decoupling roughness and vegetation effects of \( H_R \) also partially accounts for the latter.

6. Soil and vegetation radiometric modelling for operational data assimilation

The assimilation of passive microwave observations into land surface models has the potential to add value to the coarse-scale and intermittent swaths of microwave space-borne observations. The RT model is at the heart of all TB assimilation systems as the observation operator. This forward model is used to relate SM, soil temperature, and vegetation characteristics from land surface model with TB predictions. Differences between the TB predictions and corresponding observations from either SMOS or SSM/I (for example) are used to update SM and soil temperature (and possibly vegetation parameters). These updates are propagated in space and time, and throughout the entire land surface system to obtain enhanced and consistent land surface state and flux estimates, with an increased spatial and temporal coverage compared to that provided by satellite data alone. In addition, data assimilation can increase the spatial resolution of the coarse-scale satellite data through dynamic downscaling to finer resolutions. The objective of cycling SMOS or SSMAP data assimilation in the numerical weather prediction context is to initialize the forecast model soil moisture conditions to capture as best as possible the soil moisture dynamics at each grid point of the model.

Both SMOS and SSMAP microwave data have been used in near- to operational land data assimilation systems. These large-scale systems leverage off of early conceptual one-dimension (1-D) assimilation studies (Entekhabi et al., 1994; Galantowicz et al., 1994; and some larger-scale studies by e.g. Walker and Houssier, 2001), Rechle et al. (2001), Crow and Wood (2003), Balsamo et al. (2006). The SMOS near-real-time brightness temperature products based at ECMWF and at Environment Canada for Numerical Weather Prediction applications (Carrera et al., 2015; de Rosnay et al., 2015; Muñoz-Sabater, 2012, Muñoz-Sabater, 2015). The European Community Microwave Emission Modelling Platform (CMEM) was developed by ECMWF as a low frequency passive microwave forward operator for the Numerical Weather Prediction (NWP) community (de Rosnay et al., 2009). It includes a range of state-of-the-art microwave parameterizations for the soil dielectric constant, effective temperature, vegetation opacity and soil roughness. At ECMWF, CMEM is coupled to the Integrated Forecasting System (IFS) for the purpose of SMOS data assimilation. In Muñoz-Sabater (2015), SMOS TB were assimilated for the first time in a full land-atmospheric coupled IFS. The study was conducted at global scale. Despite the simple approach undertaken in this case study, the feasibility and potential benefits of SMOS brightness temperatures data assimilation in a NWP model was proven. de Rosnay et al. (2013) compared the performances of different retrieval, opacity-, and soil roughness models against the SMOS brightness temperature observations. The study was conducted at local scale and for four years from 2010 to 2013 using SMOS-reproduced data available at that time (V505) and the recent, SSMAP-based CMEM forward simulations to ensure consistent processing of both observed and forward TB. They found that the Muñoz-Sabater and the Wang and Schmugge dielectric mixing models perform similarly and give better results than the Dobson model. This is consistent with results obtained at smaller scales and presented in Section 3.4. The soil roughness model proposed by Wigneron et al. (2007) that accounts for the dependence of the CP parameter with soil moisture, gives the best performances in terms of simulated TB temporal dynamics. It is used together with the Wang and Schmugge dielectric mixing model and the Wigneron et al. (2007) opacity model in the ECMWF IFS.

Data assimilation methods rely on the assumption that observations and model first guesses are unbiased, so a bias correction is applied before the observations enter the data assimilation. Therefore, the most useful metrics to assess the first-guess departure are the correlation coefficients and unbiased root-mean-square-error (ubRmse) of time series at each grid point. Fig. 12 shows global maps of ubRMSE between SMOS observations and ECMWF CMEM TB for both polarizations in the SMOS antenna frame, at a 50° incidence angle, for 2010, 2011, 2012 and 2013. A quality control was conducted so that model grid points covered by snow, or with frozen soil, orography, or water bodies covering > 4% of the grid box area are rejected. The SMOS observations flag is also used to reject observations affected by Radio Frequency Interference (RFI). The figure shows annual ubRMSE values ranging from 4 K to 8 K in most areas, indicating a good agreement between the SMOS observations and the ECMWF forward brightness temperatures. Some regions in the Middle East and South-East Asia show larger values of ubRMSE, mostly associated to residual RFI sources. The figure also shows that the extent of RFI affected areas decreases from 2010 to 2013, indicating an improvement in the SMOS data quality between 2010 and 2013.
which is very relevant for data assimilation activities (global multi-angular statistics are provided in Mecklenburg et al. (2016)).

The SMAP mission includes an operational Level 4 Surface and Root-Zone Soil Moisture product (L4 SM), which is produced by the ensemble-based NASA Goddard Earth Observing System version 5 (GEOS-5) land data assimilation system (Reichle et al., 2015). The L4 SM product assimilates coarse-scale (~40 km) SMAP L1C TB data and produces global SM data every 3 h, at 9 km resolution and with a 2–3 day latency. The modelling part of the assimilation system consists of a Catchment land surface model and the τ-x model. For each grid cell on Earth, τ-x model parameters (HR, α, β, b) were carefully calibrated using a historical time series of multi-angular SMOS TB(θ) observations, along with estimates of modelling and observation uncertainty to limit over-fitting or parameter compensation for other modelling errors (De Lannoy et al., 2013; De Lannoy et al., 2014). The operational SMAP L4 SM system, calibrated with historical SMOS TB(θ) observations, currently yields SM estimates with uRMSE well below the imposed 0.04 m3m−3 requirement, when compared to in-situ measurements. The study of De Lannoy and Reichle (2015) has confirmed that assimilation of longer time series of multi-angular SMOS TB(θ) in this system improves both the surface and root-zone soil moisture in comparison with model simulations only.

The above examples suggest that the assimilation of brightness temperatures would be the preferred method to update soil moisture estimates. The alternative would be to assimilate soil moisture retrievals, which is generally less complicated to implement. Yet, a key disadvantage of a system that assimilates SM retrievals is that the SM retrievals may be produced with inconsistent ancillary data, such as for example soil temperature simulated by another model than that used in the assimilation system. While in theory brightness temperature assimilation should outperform retrieval assimilation, there is no convincing evidence for it yet for large scale applications (De Lannoy and Reichle, 2016).

7. Summary and discussion

As presented above, significant progress has been made over the last decade in the modelling of passive microwave emission of land surfaces, especially at L-band. This can be explained by the increase in scientific activity and the numerous tower-based and airborne experiments, which have been conducted in preparation for the SMAP and SMAP missions, and the fact that time series of TB observations at L-band are now available from space.

The SMOS (end of 2009), Aquarius (mid 2011) and SMAP (beginning of 2015) launches have allowed actual L-band emission of coarse resolution footprints to be analyzed over land surfaces and to develop improved SM retrieval approaches. Previous studies were based on synthetic data sets, based on TB simulations for airborne observations in an attempt to reproduce what could be “seen’’ by L-band radiometers from space (Pellarin et al., 2005; Schnadt et al., 2000; Wu et al., 2015). The above sections have presented a review of the most significant results obtained so far. While the following summarizes modelling results and presents a discussion on their possible application to the SMOS and SMAP soil moisture retrieval approaches.

It should be noted that the different studies reviewed here reveal the difficulty of determining any general rules that could be easily applied to estimate vegetation and soil model parameters, depending on the vegetation types and soil features alone. Some possible reasons for this difficulty are given in the following:

1) Many significant results were obtained from tower-based experiments at field scale. Even though these studies are interesting in terms of RT modelling and to improve our knowledge of some physical processes, their application to retrievals from space-borne observations remains difficult, and not impossible in many cases. In general, the results obtained at a relatively local scale cannot well account for the different conditions of the space-borne observations, in terms of mixing of soil and vegetation features (land use, local changes in conditions, soil texture, litter, interception, etc.), topography, specific events or conditions (urban and open water areas, snow-covered conditions).

These considerations might explain the apparent disagreement found between values of the α and roughness parameters obtained at different scales from tower-based, airborne or space-borne sensors. For instance, optimized values of α in SM retrievals were consistently obtained in the range of 0.08–0.12 in several recent studies (De Lannoy et al., 2011, 2014; von der Schalie, 2006, Fernandez-Moran et al., 2016). These effective values are in the higher end of the range (~0.00–0.12), which has been estimated from tower-based experiments. This result might be related to the heterogeneity of the land use conditions, particularly of very large L-band footprints. Similarly, it is not easy to make a clear link between values of the Hg roughness parameter that have been derived from field experiments (Wigneron et al., 2011, Lawrence et al., 2011) or mapped from space-borne observations (Parrens et al., 2016).

Moreover, it is also a topic that would require more attention in future analyses, there is often a disagreement between the values of model parameters (i) calibrated based on TB modelling and (ii) optimized in SM retrievals. This point can be related to model inaccuracies/simplifications which can be partially compensated for by the fact that model parameters are considered as effective. This point can be explained too by the fact that different assumptions are generally made in studies based on TB modelling or in SM retrievals. For instance, optical depth can be retrieved simultaneously to SM, from L-MEB inversion or LPRM, while its simulation in TB forward modelling requires the use of approximate equations (such as Eqs. (17) or (18)).

3) In relation to the above comment, to compare results obtained from different studies (and data sets), methods should be based on similar approaches and hypotheses. In particular, it is not easy to consider separately soil and vegetation effects (in particular soil roughness and optical depth). So, hypotheses made in terms of soil (vegetation) will impact results obtained in terms calibration of vegetation (soil) parameters. For instance, the retrieved value of the roughness parameter Hg may vary, depending on the assumptions made in the calibration of other soil (such as QX and Np) or vegetation parameters (such as α) (Lawrence et al., 2013). Similarly, higher values of Hg (i.e. stronger roughness effects) may produce lower values of vegetation optical depth

![Fig. 12. ECMWF SMOS Brightness temperature monitoring maps at 50° incidence angle, expressed in uRMSE between SMOS observations and ECMWF CMEM forward simulations, for 2010 (top), 2011 (second panel), 2012 (third panel) and 2013 (bottom panel). The ECMWF CMEM forward computation of brightness temperature accounts for the vegetation effects using the τ-x model (Wigneron et al., 2007), the soil roughness model follows the Wigneron et al. (2001) parameterization and the Wang and Schmugge (1980) mixing dielectric model is used.](https://example.com/image)
(Fernandez-Moran et al., 2015). The fact that many studies are based on different underlying hypotheses (and calibrated soil/vegetation values) makes it difficult to get convergent results.

4) Finally, with some exceptions (De Lannoy et al., 2014), none of these studies provide statistically meaningful estimates of the uncertainty associated with the estimated parameter values, which prohibits solid general conclusions. Nevertheless, some general “trends”, which correspond to a convergence in the results of several studies, can be noted. This convergence is all the more interesting when it can be obtained from different scientific teams, different data sets and different methods. They are summarized and discussed in the two following sections in terms of soil and vegetation.

7.1. Soil

At the field scale, the link between the roughness parameter $H_R$ (the key parameter in the H&Q roughness model widely used in microwave remote sensing applications) and the classical geophysical parameters characterizing surface roughness (the standard deviation of heights, $S_H$, and the auto-correlation length, $L_c$) is now relatively well known from formulations established at L-band from both empirical and physically-based studies (Lawrence et al., 2013; Wigneron et al., 2010). In addition, the $Z_R$ parameter ($Z_R = S_H^2 / L_c$) was found to be the most pertinent geophysical parameter to characterize roughness effects in two independent studies in the passive and active domains (Lawrence et al., 2013; Zribi & Dechambre, 2003). The modelling equation $H_R (Z_R)$ (Eq. 7) developed at L-band was found to be valid over a large frequency range (Montpetit et al., 2015), confirming the rather low sensitivity of $H_R$ to frequency (Pellarin et al., 2006; Wang et al., 1983). The values obtained from this formulation are generally in good agreement with the values generally retrieved over low vegetation canopy (Cano et al., 2010; Gao et al., 2013; Saleh et al., 2006; Schlenz et al., 2012).

At the large scale, recent retrieval efforts have used historical time series of SMOS observations to estimate global maps of $H_R$ (De Lannoy et al., 2013; Parrens et al., 2016). Such $H_R$ estimates, along with other RT parameter estimates, are available, for example, as part of the current SMAP L1c SM product (Entekhabi et al., 2014) and will be used in future SMAP Level 2 & 3 products. Their use in the future SMOS Level 2 & 3 products is currently being investigated (Fernandez-Moran et al., 2016). From these results, it seems that there is a convergence of results towards a rather small range of $H_R$ values on $H_R$ at L-band ($\sim 0.1-0.5$) with lower values obtained for sparsely-vegetated areas ($H_R \sim 0.1-0.2$) and higher values for forested areas ($H_R \sim 0.3-0.45$).

A new modelling approach was developed to compute the dielectric constant of the soil, which distinguishes between different states of water in the soil such as free- and bound-waters. The same methodology was employed to account for thawed frozen transitions and organic rich soil conditions (Mironov & Skinin, 2013; Mironov & Lukin, 2011; Mironov et al., 2013b). By means of entrop-comparison of dielectric models (Wigneron et al., 2011; Montpetit et al., 2015; Mialon et al., 2015; Srivastava et al., 2013; Birchler et al., 2012, 2015), the dielectric mixing model of Mironov has been implemented in the SMOS (since 2012) and SMAP operational algorithms (Kerr et al., 2012; Jackson et al., 2016; Chen et al., 2016). Note that this is the only key change (April 2012) which was implemented to the L-EMB soil modelling since the SMOSlaunch. Note also that, to date, very few studies have demonstrated the need to account for the dependence of $H_R$ on polarization (through the $N_{RP}$ parameters) in SM retrievals at the scale of space-borne observations. In addition, we found there is no convergence in studies analyzing the dependence of $H_R$ on SM in SM retrievals from space-borne observations: this is still a key topic of research.

Recent studies have investigated the best strategy to (i) account for soil roughness effects and (ii) to decouple the vegetation and soil effects in SM retrieval studies. Presently, the SMOS or SMAP retrieval algorithms rely on look-up tables providing statistical values of $H_R$ for the main land cover types. Recent studies show the need to consider temporally dynamic values of the roughness parameters $H_R$ and proposed to compute $H_R$ as a function of the correlation features ($\text{LAI} \text{ or } \tau_{\text{NAD}}$), soil moisture and brightness temperature (Martens et al., 2015; Van der Schalie et al., 2016). Other approaches showed the interest of combining the vegetation and roughness effects in the $T_R$ parameter (defined as $T_R = H_R + \tau_{\text{NAD}}$), which can be retrieved simultaneously with SM from SMOS or multi-angular observations (this case correspond to the use of the roughness parameter $N_{RP} = -1$, at both polarizations). To date, all these options have to be investigated in more depth from space-borne observations before any clear conclusions could be drawn. Note that the current option which is investigated for the SMOS multi-angular observations and which led to promising results is the use of $N_{RP} = -1$ (Parrens et al., 2016, 2017; Fernandez-Moran et al., 2015, 2016). For that specific configuration, vegetation $\omega$ and soil roughness ($H_R$) effects have a similar impact on the TB features (same exponential form of attenuation in the RT equations).

7.2. Vegetation

Convergence in the results of several studies considering vegetation is summarized and presented for different items in the following.

7.2.1. Effective scattering albedo ($\omega$)

By computing a first order solution of the radiative transfer equations, Kurum (2013) demonstrated that the $\tau$-$\omega$ radiative transfer model is valid in its analytical form to account for multiple scattering effects provided that $\omega$ is considered as an effective parameter. The values obtained theoretically by Kurum (2013) are in good agreement with effective values of $\omega$ retrieved over crop fields and grasslands (Lievens et al., 2015; Saleh et al., 2007; Wigneron et al., 2004; Wigneron et al., 2007; Yan et al., 2015) and forests (Grant et al., 2008; Rahmouve et al., 2013). In addition, recent studies found a differentiation between the values of $\omega$ at H- and V-polarization, especially over low vegetation covers (Kurum, 2013; Lievens et al., 2015; Saleh et al., 2007).

At large scales and similarly to what was done for the $H_R$ parameter, global maps of the $\omega$ parameter (not polarization dependent) have been computed at L-band based on SMOS data (De Lannoy et al., 2013; Entekhabi et al., 2014) and Aquarius data (Konings et al., 2016). At higher frequencies, results obtained by Pellarin et al. (2006), Roy et al. (2012) and Du et al. (2016) from AMSR-E observations seem to indicate a rather low frequency dependence of $\omega$.

The use of these maps in the future SMAP and SMOS Level 2 & 3 products is currently being investigated. Recent studies showed that better characterizing the ‘effective scattering albedo’ is key in SM retrieval studies from space-borne observations (Davenport et al., 2005, Van der Schalie et al., 2016, Fernandez-Moran et al., 2016). This can be done by parameterizing time constant values of $\omega$ as a function of the land cover type (De Lannoy et al., 2014; Fernandez-Moran et al., 2016), or by considering temporally dynamic values of $\omega$ using simple relationships (Du et al., 2016) or using 3-Parameter inversion (Konings et al., 2016). Considering that SMOS and SMAP observato-
ries collect microwave data all over the globe, one could expect that a large fraction of the data over land is acquired over vegetation covers whose features can vary both in time and space. In particular, agricultural crops change substantially from planting to harvest. Further studies are therefore needed to establish consistent, physically based global \( \omega \) estimates over temporally changing vegetated areas (i.e., agricultural crops) for use in the retrievals. Recent studies have optimized \( \omega \) for SM retrievals from SMOS data (van der Schalie et al., 2016; Fernandez-Moran et al., 2016). They both found high values of \( \omega \) in the 0.08–0.12 range and a low sensitivity of \( \omega \) on land use classification in agreement with results of De Lamboy et al. (2014). These convergent results which did not account for time changes in \( \omega \) should be confirmed in future analyses.

7.2.2. Optical depth

The main difference in the different SM retrieval schemes which have been developed at L-band generally relies on the approach used to account for vegetation effects through optical depth (\( \tau \)). In the SM retrieval algorithms based on L-MEB, DCA or LPRM, optical depth is retrieved simultaneously with \( \omega \), while in the SMAP SCA, optical depth is estimated from the vegetation index NDVI. The interest of retrieving simultaneously SM and \( \tau \) is three-fold as noted in the initial SMOS concept study (Wiggenron et al., 2006):

(i) there is no need for ancillary data on the VWC and \( b \) parameters,

(ii) the retrieved parameter \( \tau \) may turn out to be a very useful product by itself for monitoring the vegetation dynamics, and

(iii) there is a reduced risk to compensate for \( \tau \) errors in the SM retrievals.

So it is natural to investigate the link between \( \tau_{\text{SMO}} \) and vegetation indices (such as NDVI or LAI) from the SMOS observations for potential application to the SMAP algorithms (for instance to improve the relationships linking \( \tau \) and NDVI which is used in SCA) and also to evaluate the potential interest of \( \tau \) in vegetation monitoring. This interest was already noted in many studies based on observations at higher frequencies from AMSR-E (Liu et al., 2013, 2015, Tian et al., 2016; Konings and Gentine, 2016b).

Within the SMOS scientific team, the focus was initially put on SM retrievals, and there is certainly a large margin of improvement with regard to the \( \tau \) product derived from SMOS. Note that all studies which have investigated SMOS \( \tau \) found that it was very noisy and Hornbuckle et al. (2016) proposed different smoothing techniques to extract a smooth temporal variation of \( \tau \) from the noisy \( \tau \) retrievals. ESA is currently funding studies for the development of a robust vegetation optical depth product.

The interest of accounting for the dependence of optical depth \( \tau \) on incidence angle and polarization was confirmed in several studies over low vegetation based on tower-based or airborne observations (Fernandez-Moran et al., 2015; Peischl et al., 2012; Schwank et al., 2005; Schwank et al., 2012; Yan et al., 2015). In addition, recent studies found a differentiation between the values of \( \omega \) at H- and V-polarization, especially over low vegetation covers (Kurum et al., 2013; Lievens et al., 2015; Saleh et al., 2007). Multi-scale of large footprints measured from space-borne observations, it is likely these effects are averaged out and can be neglected (Owe et al., 2001). So, to date no studies have demonstrated the need to account for the dependence of optical depth (and single scattering albedo) on polarization and incidence angle in SM retrievals at the scale of space-borne observations, with these effects generally found to be low over forests (Grant et al., 2008; Rahmoun et al., 2013). However, specific studies analyzing in detail this question from L-band satellite data are still required.

The link between optical depth at nadir (\( \tau_{\text{NAD}} \)) and vegetation indices (LAI, NDVI, and VWC) has been investigated over a variety of low vegetation covers from tower-based and airborne observations at L-band. Recently, some studies on this topic have been made based on SMOS observations (Grant et al., 2016; Lawrence et al., 2014). It seems there was a convergence of results towards values of \( b^* \) close to 0.66 for low vegetation. The main issue encountered by these two studies was the fact that \( \tau_{\text{NAD}} \) products derived from the SMOS observations are relatively noisy.

7.2.3. Interception & litter effects

Several experimental studies summarized here have shown that water interception by the vegetation canopy and ground litter effects may have a significant effect on TB (\( \tau \)). These effects are stronger in natural and/or forest environments, where litter, senescent vegetation, organic substrates (especially in forest environments) are abundant. It is likely that the effect of \( \tau \) can be accounted for by (i) higher values of the \( \tau_{\text{p}} \) parameter induced by (ii) a strong dependence of \( \tau_{\text{p}} \) on SM, as found by Salea et al. (2007) over grassland and by Grant et al. (2008) over forests from tower-based experiments. However, there is no consensus on the question at local scale and moreover this issue has rarely been addressed by studies based on space-borne observations. We think this is also a key topic of research to improve SM retrievals derived from passive microwave satellite data.
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