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An example

Gemini: A Family of Highly Capable Multimodal Models

Figure 2 | Gemini supports interleaved sequences of text, image, audio, and video as inputs (illustrated
by tokens of different colors in the input sequence). It can output responses with interleaved image
and text.

tasks that require fine-grained understanding. In addition, Gemini can directly ingest audio signals at
16kHz from Universal Speech Model (USM) (Zhang et al., 2023) features. This enables the model to
capture nuances that are typically lost when the audio is naively mapped to a text input (for example,
see audio understanding demo on the website).

Training the Gemini family of models required innovations in training algorithms, dataset, and
infrastructure. For the Pro model, the inherent scalability of our infrastructure and learning algorithms
enable us to complete pretraining in a matter of weeks, leveraging a fraction of the Ultra’s resources.
The Nano series of models leverage additional advancements in distillation and training algorithms
to produce the best-in-class small language models for a wide variety of tasks, such as summarization
and reading comprehension, which power our next generation on-device experiences.

3. Training Infrastructure

We trained Gemini models using TPUv5e and TPUv4 (Jouppi et al., 2023), depending on their sizes
and configuration. Training Gemini Ultra used a large fleet of TPUv4 accelerators across multiple
datacenters. This represents a significant increase in scale over our prior flagship model PaLM-2
which presented new infrastructure challenges. Scaling up the number of accelerators results in a
proportionate decrease in the mean time between failure of hardware in the overall system. We
minimized the rate of planned reschedules and preemptions, but genuine machine failures are
commonplace across all hardware accelerators at such large scales.

TPUv4 accelerators are deployed in “SuperPods” of 4096 chips, each connected to a dedicated
optical switch, which can dynamically reconfigure 4x4x4 chip cubes into arbitrary 3D torus topologies
in around 10 seconds (Jouppi et al., 2023). For Gemini Ultra, we decided to retain a small number of
cubes per superpod to allow for hot standbys and rolling maintenance.

TPU accelerators primarily communicate over the high speed inter-chip-interconnect, but at
Gemini Ultra scale, we combine SuperPods in multiple datacenters using Google’s intra-cluster and
inter-cluster network (Poutievski et al., 2022; Wetherall et al., 2023; yao Hong et al., 2018). Google’s
network latencies and bandwidths are sufficient to support the commonly used synchronous training

4

 	◦ Google’s Gemini model:1

1 Google Team. Gemini: A family of highly capable multimodal models, 2023.



13

First steps: AtmoRep
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36hx5 levels x1800kmx3600 km AtmoRep

pre-processed historical observational record        (ERA5 reanalysis)

statistical loss

sampling

ensemble 
prediction

local space-time 
neighborhood

01/01/1979

wind, temperature, humidity, ...

ensemble of
tail networks

9 C. Lessig, I. Luise, B. Gong, M. Langguth, S. Stadler, and M. Schultz. Atmorep: A stochastic model of atmosphere dynamics using large scale representation learn-
ing, 2023; https://arxiv.org/abs/2308.13280

large transformer  
with 3.5 x 109 parameters
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First steps: Learning from observations
masked source

METOP-B, 
ch. 5

predictions

NPP ATMS, 
ch. 6

NPP ATMS, 
ch. 18 backbone neural network

per-channel
embedding 

networks
value lat lon zen date time

273.15  37.25 25.25 5.23 ... ...

mask  37.27 25.29 5.19 ... ...

274.53  37.29 25.32 5.17 ... ...

273.12  37.30 25.72 5.12 ... ...

...  ... ... ... ... ...

value lat lon zen date time

217.87  37.25 25.25 5.23 ... ...

219.19  37.27 25.29 5.19 ... ...

253.12  37.29 25.32 5.17 ... ...

mask  37.30 25.72 5.12 ... ...

...  ... ... ... ... ...

value lat lon zen date time

mask 5.16 13.71 2.12 ... ...

282.73 5.22 13.73 2.17 ... ...

282.53 5.26 13.77 2.24 ... ...

284.03 5.29 13.78 2.29 ... ...

...  ... ... ... ... ...

prediction of masked value
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Summary

 	◦ Machine learning-based Earth system model is plausible

 	› Extension of multimodal model (with many challenges)

 	◦ Integration of many different data streams in the network 

 	› Correlations between them learned from the data

 	› Include Earth observations might allow to obtain models 
with better skill than conventional ones

 	◦ Would (also) allow botton-up and top-down approaches 
for CO2 monitoring


