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• And then what next? 



UIO Geoportal 

What? 

• Geoportal: Geosciences Portal 

• A platform independent, open, 
web-based platform for running 
scientific applications in the 
domain of Geosciences 

• A workflow-centric Galaxy: 
Geoportal will host a set of tools 
that can be chained to form 
complex workflows 

• Galaxy portals pass jobs to a High 
Performance Computing (HPC) 
Linux cluster (abel.uio.no) 

Why? 

• Improve the availability and 
usability of large/complex Models 

• Provide an online learning 
environment to students and 
teachers  

• Foster collaboration and 
interdisciplinary research 

• Address the “reproducibility 
challenge”  

• Share scientific research to 
increase the visibility of 
researcher’s work and the 
recognition for it 
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OpenIFS at UIO 

• What? 
• A modified version of openIFS for 

generating meteorological fields 
for Oslo CTM3 model 

• Visualization: Metview, magics++, 
python, matlab  

• A workflow-centric Galaxy: 
python scripts to run openIFS 

• Installed on Notur HPCs: 
abel.uio.no (Sandy bridge, FDR 
interconnect, 10000+ cores, 
FhGFS), vilje.hpc.ntnu.no (SGI 
Altix ICE X, Sandy bridge, 22464 
cores, FhGFS), 
hexagon.bccs.uib.no (Cray XE6, 
22272 cores, Lustre)  

• Why? 
• Computation of convective mass 

fluxes and detrainment rates 
(variables not available in MARS) 
for OsloCTM model  

• Full control on the IFS model 
version used 

• Allow master Students to use one 
of the best forecast model  

• And hopefully more once we are 
familiar with OpenIFS! 



How? 

• OpenIFS modified version kept and 
maintained in git 

• Use ECMWF Web API to retrieve ERA-Interim 
fields from MARS 

• Python & bash scripts to control openIFS 
workflow (get reanalysis data, interpolate 
input fields to model grid, run forecast, 
convert to Oslo CTM3 binary format) 

• Write new set of galaxy tools for OpenIFS 

 



Example: Generate Oslo CTM3 meteorological fields 

Horizontal resolution: T42 (2.8 x 2.8 degrees) / T159 (1.125 x 1.125) 
Vertical resolution: 60-layers (surface – 0.1hPa) 
Transport:  Secondary order moments scheme 
 (Prather et al., 2008), with improved 
 polar cap transport (Søvde et al., 2012) 
Meteorology: ECMWF IFS / OpenIFS 
 3hourly forecasts, starting from  ERA-Interim. 
 Uses convective mass fluxes and 
 detrainment rates. 

References 
Ott et al. (JGR 2010), 10.1029/2009JD011880 
Prather et al. (PNAS 2008), doi:10.1073/pnas.0806541106 
Søvde et al. (accepted for GMD, 2012), doi:10.5194/gmdd-5-1561-2012 

Photolysis: Fast-JX version 6.7 
Chemistry: Tropospheric (incl. sulphur), stratospheric 
Aerosols: Tropospheric sulphate, sea salt, mineral dust, nitrate, 
 black and organic carbon, secondary organic aerosols. 
Scavenging: Neu and Prather, 2012. 
Emissions: anthropogenic and natural emissions, biomass burning from e.g. 
 GFEDv3, and surface concentrations of long-lived species. 
Lightning: Horizontal dist.: Søvde et al (2012), vertical dist.: Ott et al (2010). 
 



Galaxy tool: OpenIFS workflow 

1- Get ERA Interim input data 
2- Interpolate and run OpenIFS 
3- Convert to Oslo CTM 3 binary format 
4- Run Oslo CTM 3 (not implemented yet) 



1- Get ERA Interim input data 
2- Interpolate and run OpenIFS 
3- Convert to Oslo CTM 3 binary format 
4- Run Oslo CTM 3 

OpenIFS: Setup experiment 



OpenIFS: Setup experiment 

Click on Execute 
to start running 



OpenIFS: Run experiment 

View data 



Galaxy tool: Explore outputs 

Click on a file to 
download it 

Click to download 
all the output 

directory 



OsloCTM: visualize & validate 

Comparaison between OpenIFS & IFS CY38R2: 
The figures show that there are slightly no 
differences between a run with open IFS and a 
run using the IFS model CY38R2 at ECMWF.  
The plots are zonal mean of ozone for of 
January 2013 



And then what next? 

• New tools and improve existing workflows: 
visualization, archiving in the Norwegian 
National Archive (NorStore) 

• Set-up tutorials and organize trainings once 
operational. 


